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This paper presents a Grouping Genetic Algorithm (GGA) to solve a maximally diverse grouping problem. It has
been applied for the classification of an unbalanced database of 801 samples of gene expression RNA-Seq data in
5 types of cancer. The samples are composed by 20,531 genes. GGA extracts several groups of genes that achieve
high accuracy in multiple classification. Accuracy has been evaluated by an Extreme Learning Machine algo-
rithm and was found to be slightly higher in balanced databases than in unbalanced ones. The final classification
decision has been made through a weighted majority vote system between the groups of features. The proposed

algorithm finally selects 49 genes to classify samples with an average accuracy of 98.81% and a standard de-

viation of 0.0174.

1. Introduction

The field of biotechnology has currently developed techniques such
as microarrays or RNA-Seq suitable to record data of gene expression in
tissue samples. The classification of cancer using the genetic profiles
obtained in the sequencing allows to discriminate between healthy and
sick individuals or between various types and subtypes of cancer [1,2].
These results facilitate the diagnosis, adaptation and improvements in
the treatments of patients [3,4].

One of the most complex problems in the classification of cancer is
the well-known Curse of Dimensionality or Hughes Effect [5,6], which
states that the increasing the dimensionality decreases the reliability of
the estimation of the statistical parameters required to calculate the
probabilities. The DNA sequences include tens of thousands of genes
against a relatively low number of samples. In addition, the DNA se-
quences contain a very high number of genes that are irrelevant for
target cancer types because they do not influence the classification. This
causes the performance of the classification algorithms to be dramati-
cally reduced [7,8].

For this reason, numerous studies have been developed focusing on
the selection of a small group of genes that are significant for classifi-
cation. The problem of the identifying genetic markers of the disease
has been solved by many authors using feature selection techniques in
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machine learning algorithms [3,7-12]. Filter selection methods estab-
lish rankings in the features set to obtain the ones that are the most
effective for classification. Pavithra et al. [10] set the filters according
to the mutual information, Guyon et al. [11] ordered them according to
the weights of a recursive Support Vector Machine (SVM) trained in the
classification. On the other hand, the selection criterion in the wrapping
methods is based on the performance of the classifier. These techniques
are more computationally intensive, but they obtain more effective
results in the selection of genes [8]. Therefore, it is important to im-
prove the algorithms that solve the problem of extracting features
without a large computational requirement. According to the wrapping
method, there are different techniques to explore in search space,
finding groups of characteristics or features that work as efficient
classifiers [6-13]. Diverse techniques have been used to solve a maxi-
mally diverse grouping problem, such as Genetic Algorithms (GA), SVM
[14-16], or K-Nearest Neighbors [16], Local Search [17], Tabu Search
Approach [18], Particle Swarm Optimization (PSO) or Artificial Bee
Colony (ABC) [15]. Zhu et al. [15] compared GA with hybrid algo-
rithms such as GA-SVM, PSO-SVM and ABC-SVM, concluding that GA is
more effective for extracting features from the original data: “There-
fore, when compared with the ABC and PSO algorithms, the GA had
more advantages in terms of feature band selection, small sample size
classification, and classification accuracy.” GA also performed better
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than PSO and ABC when they hybridized with SVM. In their experi-
ments, GA-SVM had the highest average accuracy (91.77%) and the
best stability (the standard deviation of its classification accuracy was
0.82%). Singh et al. [19] also obtained better results for GA than for
Local Search [17] and Tabu Search [18].

GA have also been applied for the optimal selection of gene sets in
the cancer classification through microarrays or RNA-Seq [1,10,20,21].
Several datasets of gene expression cancer RNA-Seq have been pub-
lished to facilitate cancer classification research: for example, the public
databases available on the GEO platform (www.ncbi.nlm.nih.gov/geo/)
or in the UCI Machine Learning Repository (https://archive.ics.uci.edu/
ml/index.php). Recent literature has diverse studies with these data-
bases [21-23]. Zhang et al. [21] applied an SVM algorithm for the se-
lection of features and classification of peripheral blood data with ac-
cession number GSE16443 in GEO platform. This dataset is composed
of 130 samples of the gene expression cancer RNA-Seq that belong to
two categories: breast cancer samples and healthy ones. The authors
obtained an accuracy of 81.54% applying training and testing datasets
of equal size. Salman et al. [22] works with data from The Cancer
Genome Atlas Pan-cancer Analysis Project to apply a Hybridized Ge-
netic Algorithm with an Artificial Neural Network with 4 hidden layers
(ANN + GA) without feature selection. The GA algorithm adjusts the
weights of the neural network according to the influence of the all
characteristics.

Our proposed algorithm consists of a Genetic Grouping Algorithm
(GGA) applied to the gene selection from gene expression RNA-Seq data
for multi-classification of cancer. The GGA integrates an Extreme
Learning Machine (ELM) algorithm into the fitness function. The ELM
has demonstrated a high computational speed (generating non-iterative
solutions) and a very good performance in binary and multiclass clas-
sification [24-28]. Since the evolutionary algorithms offer solutions
close to the optimum, a voting system among the best classifiers found
by the GGA is proposed. The voting system has been used successfully
in various areas such as in the diagnosis of diseases, in Natural Lan-
guage Processing (NLP) or in the treatment and classification of images.
Bashir et al. [29] used a weighted vote ensemble integrating several
heterogeneous classifiers for the diagnosis of breast cancer. In the field
of NLP, Ekbal et al. [30] incorporated the voting decisions in the en-
coding operation of the GA for Named Entity Recognition (NER); Ankit
et al. [31] and Onan et al. [32] performed sentiment analysis in texts
also using voting systems. Garcia-Gutiérrez et al. [33] implemented an
evolutionary-weighted majority voting strategy and an SVM for con-
textual classification of LiDAR and imagery data fusion.

The paper is structured as follows: Section 2 explains the theoretical
concepts of the algorithms GGA and ELM. Because the GGA is an
adaptation of the GA for the resolution of grouping problems, the GA is
briefly explained. Section 3 describes the dataset used to carry out the
experiments. Two sets of data are composed according to the number of
samples for each type of cancer. Section 4 presents the results obtained
for the two sets of data analyzed. Section 5 offers the discussion of the
results and, finally, the conclusions of the research are included in
Section 6.

2. Algorithm for classification problem

The problem of classifying a set of samples of gene expression
cancer RNA-Seq belongs to the category of grouping problems. The
proposed algorithm to carry out the classification is the GGA, which is
an adaptation of the GA for the resolution of grouping problems. The
fundamental parts of the GA are described in the following subsections:
encoding of the solutions, fitness function, parental selection, re-
combination, mutation and stop conditions. It is extremely important
for the performance and efficiency of the algorithm to correctly define
the encoding and the fitness function of the algorithm. The transfor-
mation of a GA into a GGA requires the encoding to be conveniently
established. The fitness function implemented in the GGA is the
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classification accuracy calculated through the Extreme Learning
Machine (ELM). The effectiveness and efficiency of the ELM have al-
ready been demonstrated in the literature [34-42]. The ELM is de-
scribed in the third subsection.

2.1. The Genetic Algorithm as evolutionary algorithm

The Genetic Algorithm (GA) is one of the best-known evolutionary
algorithms in the area of optimization. As stated in [34], optimization
techniques are generally applied to solve problems in which it is ex-
tremely difficult to find the optimal solution due to the existence of
opposing criteria. In these cases, it is quite tedious to obtain the optimal
solution and, in general, it is not possible to distinguish whether there is
a single optimal solution or several solutions and how many solutions
are close enough to the optimum and they are much easier to be found
than the optimum one. Then, the objective is focused on finding a so-
lution sufficiently near to the optimum, with a limited execution time.

The GA is bio-inspired in the theory of evolution by natural selec-
tion proposed by Charles Darwin. A set of solutions form a population
modeled for the optimization problem. Each solution corresponds to an
individual who fight to survive in the ecosystem. At the beginning it is
not important how good the population fitness is, in fact, the initial
solutions are randomly created and most of them are very far from the
optimal solution. Individuals with better fitness value are more likely to
survive than individuals with worse fitness. The survival of individuals
depends not only on their fitness, but also on their lot in life. The GA
finds better solutions to the optimization problem after many genera-
tions of evolution. After a sufficient number of generations, the GA can
find solutions enough close to the optimum.

Fig. 1 shows the general flow chart of the GA, where a complete
cycle represents a generation of the evolutionary process. During a
generation, several operations are carried out: evaluation of the fitness,
selection of individuals in the mate choice, recombination or crossover,
mutation and selection of survivors for the next generation. The ap-
plication of GA to a specific type of problem determines the char-
acteristics and parameters of the algorithm such as: encoding of solu-
tions, parental selection, recombination and mutation. The algorithm
begins with an initial population. Each solution is characterized by a
fitness value, which is a measure of how well it solves the optimization
problem. After the initial evaluation the algorithm generates new so-
lutions as offspring of the current population. The method to create a
new solution is generally based on the content of two existing solutions,
bio-inspired by the creation of offspring from the genetic makeup of
their parents. The GA models the mutation as a random modification in
a part of the solution code. After recombination and mutation, the fit-
ness value of the offspring is calculated.

The offspring is added to the current population. As the size of the
total population increases and resources are restricted, it is necessary to
apply a population control process that selects the surviving in-
dividuals, discarding the rest. There are different discard methods ap-
plied to GA, the tournament selection operator has provided very good
results in previous applications [43,44]. The round of tournaments is
carried out with the merged population formed by parents and off-
spring, based on the best fitness values of the fighters. The foe is chosen
at random for each tournament. This technique allows that the solu-
tions with better fitness state generally win the tournaments, but it also
depends on the chance when selecting the opponent.

The algorithm continues generation after generation until any of the
defined stop conditions are met. Stop conditions for GA usually consist
of a maximum number of generations or reaching population con-
vergence [45,46]. The convergence of the algorithm occurs when it
does not progress for successive generations. This means that the best
fitness value does not change for a certain number of generations.
Another definition of convergence is when all individuals in a popula-
tion have very similar fitness. With a population like this, it will be very
unlikely to find a new individual with better fitness in the next


http://www.ncbi.nlm.nih.gov/geo/
https://archive.ics.uci.edu/ml/index.php
https://archive.ics.uci.edu/ml/index.php

P. Garcia-Diaz, et al.

Genomics 112 (2020) 1916-1925

WO ‘

Fig. 1. General flow diagram of the Genetic Algorithm (GA). A population or group of individuals, representing solutions to the problem to be solved, advances
generation after generation, becoming at each stage individuals better adapted to the environment.

[0]2[2]4[3[4[0]o[1][3[3[1][o[2]1]2]3][4]
< - >l — >
Assignment part Grouping part

Fig. 2. Coding of a solution of grouping of 14 elements. Each element reserves a
cell in the assignment part. The content of this sub-array indicates the group to
which each element belongs. In the example, 4 groups are established, and each
element is assigned to a single group. Items not yet classified keep a zero in the
assignment array.

generations. In this case, convergence is calculated by comparing the
fitness of the best current individual fi,.sc with the average fitness of the
population fuyerqge, as shown in Eq. (1). This paper applies two stopping
conditions: a maximum number of generations and the convergence
caused by a population with very similar fitness, with an epsilon of
0.001. This epsilon value is so small that in practice it is a control
measure to detect clone populations. When the diversity of the popu-
lation is guaranteed, the existence of few clones, the real stop condition
will be a maximum number of generations processed.
f(‘lverage —€e=< fizest < j;werage +e (1)

When the algorithm is stopped, the GA offers the set of individuals
with the best fitness found, from which one or several can be selected,
as appropriate. These individuals encode the best solutions found for
the proposed problem.

2.2. The Grouping Genetic Algorithm

The Grouping Genetic Algorithm (GGA) is a modification of the GA
for solving clustering and grouping problems [34,47-50]. The word
‘grouping’ refers to a technique that takes advantage of special en-
coding strategies to obtain compact hierarchical arrangements with a
high performance in terms of a hierarchy-dependent metric in
grouping-based problems [51].
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2.2.1. Encoding of solutions

GGA solutions are encoded as an array of elements composed of two
sub-arrays: assignment part and grouping part. Both sections are arrays
of natural numbers. The length of the assignment part coincides with
the number of elements to be classified. The length of the grouping part
is the number of groups established for the encoded solution. The va-
lues stored in the grouping part are the identifiers of the groups, while
the value stored in each cell of the assignment part is the group iden-
tifier to which the element to be classified is associated. Note that the
information about the classification is in the content of the encoding
and also in the length of the grouping part. For this reason, individuals
have variable length, since each solution can consider a different
number of groups.

Fig. 2 shows the encoding of a grouping solution of 14 elements (the
length of the assignment part is 14). The individual considers four
groups named from 1 to 4 (the length of the grouping part is 4). The
identifiers of the groups must be consecutive natural numbers starting
at 1. This is a requirement to make easier the crossover operation in the
algorithm. The content of the assignment part is the set of associations
of each element to a single group. If an element is not yet classified, the
array stores a zero value in the cell. The first element in Fig. 2 has not
been yet associated to any group, whereas the second, third, and last
elements of the assignment part are connected with group 2. The ele-
ments in the fourth and sixth positions are associated with class 4, and
S0 on.

2.2.2. Recombination and mutation operators

The GGA also respects the general flow process described in Fig. 1
for the GA. However, the recombination and mutation operations have
different characteristics from the corresponding operations in the GA.
As far as the mutation of an individual is concerned, this operation can
be understood as a recombination with another random individual. The
GGA crossover operation is a two-point crossover that creates a single
offspring from every two parents. Fig. 3 shows an example of re-
combination to generate a new individual from the two parents: In-
dividual A and Individual B. The new individual is initially a copy of A,
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Individual A [2]4[4]1][3]3]4]2[3]1][1]2][3]4[4]2]2]2[1[3]3[1]2]3]4]
Individual B [1]4]a]5[1[1[1]3]5]3]3]1]5]5]5]a][1[1]3]3]1[1]2]3]4a]5]
Replacement [2]4]4]5]3]3]|4]3]5]3]3]2]5]5]5]4]2]2]3]3]3X 2[3]4]5]
Ordering & Repairing
[1[3]3[4]2][2][3]2]42[2][1]4]4]4[3[1][1][2][2][2][1]2]3]4]

Fig. 3. Two-point crossover example for GGA. A new individual is created with combined information from their parents. A clone of the Individual A is modified with
some random groups of the Individual B and the corresponding classification stored in the assignment part of B. Finally, group identifiers are renamed to be natural

numbers starting at 1.

in which different actions are performed. Two-points of the grouping
part of the individual B are randomly selected. In the example on Fig. 3,
the interval [3-5] has been picked. This selection points to the in-
formation that will be transmitted from B to the offspring in the re-
placement phase. On the one hand, the descendant will have all the
groups of the interval [3-5], adding the groups that do not exist in A.
Therefore, a fifth group is added to the grouping part of the offspring.
On the other hand, all assignments to the groups [3-5] present in B are
copied literally in the descendant. These assignments are marked in
Fig. 3 with blue horizontal lines. Note that the descendant keeps a
group with the identifier 1 but there is no element associated with this
group in the assignment array. This empty group will disappear in the
next phase of the crossover operation.

The last stage of recombination is the repair and renaming of groups
in the new individual. This phase guarantees that all the elements in the
offspring are classified among the groups (there are not empty groups)
and that the identifiers of the groups are natural numbers starting at 1.
The process does not modify the information of the solution, only its
format. The names of the groups are changed and, therefore, the con-
tent of the array is also modified: where group 2 takes identifier 1,
group 3 takes identifier 2 and so forth.

2.2.3. Fitness function

The algorithm must solve a selection wrapping features that mini-
mizes the output error [13,52]. The fitness function uses the Extreme
Learning Machine (ELM) algorithm to calculate the accuracy of the
classification according to a data selection. Minimizing the output error
is understood as equivalent to maximizing the accuracy of the classi-
fication data. ELM has the two main properties to be an effective fitness
function [34-42]: the regressor is accurate enough and the evaluation
process is extremely fast, as its name implies.

All C; individuals must be evaluated, with i € {1, ..., Nijuq}, where
Ninq is the population size. Fig. 4 shows an example of how the fitness of
an individual C; is evaluated. C; is composed of n; = 4 groups of fea-
tures, named as j € {1, ..., n;}. The features of each group G; are stored
in the assignment part of the individual. Table 1 registers the content of
each group Gy in the ‘Features’ column. ELM is applied in each group G;

Individual [}

Table 1

Fitness function for the individual C; of Fig. 4. The column ‘Features’ indicates
the composition of the n; = 4 groups of C;. For each group Gj;, the accuracy of
the classification A;; is calculated according to it selection of features. The fit-
ness of ; is the maximum A;;. In the example, the selection of winning features
is defined by the group G;, that has the maximum accuracy value (A;; = 0.81).

j Features of group Gy Accuracy A;;

ferm(Gyy) in testing data

1 {1, 12,17, 18} 0.48
2 {5, 6, 8, 10, 11, 19, 20, 21} 0.81
3 {2, 3,7, 16} 0.57
4 {4, 9, 13, 14, 15} 0.22

7 (C;) = max(4;) = 0.81

The bold text highlights the group with the maximum accuracy value
(Ai2 = 0.81).

to calculate its accuracy of classification (Ay) in the testing data as Eq.

(2).

fem(Gy) = Ay i € {1,..., Nipgls j € {1,..., 3} )

The accuracy of the classification A; depends on the number of
samples correctly classified. It is calculated by the Eq. (3), where TP
means the number of true positives, TN is the number of true negatives,
FP is the number of false positives and FN means the number of false
negatives:

o TP + TN
Y7 TP+ TN + FP + FN

(%) 3)
Eq. (4) defines the fitness value of the individual C; as the maximum
of all A;. The group with j = 2 in Fig. 4 has the maximum fitness value
of all groups (A;z = 0.81). This group determines the selection of fea-
tures found {5, 6, 8, 10, 11, 19, 20, 21} that classify the data with
greater accuracy. The rest of the groups have no interest and their A;
values are discarded, since they define other feature groups with worse
accuracies.
F(C) = max (Ay); i€ {1,..., Ning}
JEW,...ni}

o hj

4

Fig. 4. Fitness function for the individual C; in the

GGA. ELM is applied to each group G;; obtaining its
|1|3|3‘4|2|2|3‘2|4|2|2| 1 |4|4|4|3‘ 1 | 1 |2|2|2 1 | 2 | 3 | 4 | classification accuracy A;; in the testing data. The
LM fitness value of C; is the maximum value of them.
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Like the GA, the GGA evolves generation after generation until ei-
ther of the two stop conditions is satisfied: a maximum number of
generations or the convergence of the population. After the end of the
execution, the best groups of features found by the GGA are recorded as
classifiers.

This work combines a subset of the best classifiers found by the GGA
in a majority voting system to increase the accuracy of the classifica-
tion. The accuracy of the voting system is greater than the accuracy of
any classifier that operates individually. The classifiers and their
weights used in the voting system are set experimentally. Not all
combinations of good classifiers increase the accuracy by a similar
proportion. Section 4 (Experimental Results) presents the accuracy of
three voting systems, which combine from 5 to 10 classifiers that op-
erate individually and then the final decision is made according to the
majority of the votes.

2.3. The Extreme Learning Machine algorithm

The Extreme Learning Machine or ELM fulfills the two mentioned
properties of an effective fitness function: it is a machine learning al-
gorithm that achieves a very good generalization performance with an
extremely fast speed. The ELM algorithm was initially proposed by
Huang et al. [24,25,27,28,53-55]. ELM performs the selection of the
weights of the hidden neurons of a Single-hidden Layer Feedforward
Neural Network (SLFN). ELM has shown good performance in large
multi-label dataset classification applications, regression applications
and dimensional reduction problems [35-42,56,57]. To give a brief
description of how the ELM works, the authors use the same notation as
[55]. The authors do not consider necessary to include here the same
figure of [55], that complements the explanation. Consider a SLFN with
d input nodes and m output nodes. The network is trained with N data
such as:

(x,t) ERIXR™, j=1, .,N (5)

where Xx; is the data input vector i, t; is the corresponding class of x;.
The single hidden layer is composed of L nodes, each having an acti-
vation function G(aj, b;, x) where q; is the associated connection weight
vector and b; is the bias. The a; and b; parameters are assigned ran-
domly. The hidden layer output matrix H is defined as:

h(x) G(ay,by,x;) G(ag,br,x1)

H=

h(xy) G(ay,by,xy ) ... G(ag,br,xy) 6)

Defined f as the weight vector that connects the hidden layer with
output layer, the algorithm must calculate the weight vector B that
minimizes the least squares error. The ELM output is the optimal weight
vector 8~ of the network:

NxL

B =H'T @

where H' stands for the Moore-Penrose inverse of matrix H and T
corresponds to the class labels of the data:

4
T=1|":

T

tN Nxm (8)
3. Data

The proposed algorithm has been proved with a gene expression
cancer RNA-Seq data set used in recent literature [22]. The gene ex-
pression cancer RNA-Seq dataset is downloaded from UCI Repository
[58]. This dataset is part of The Cancer Genome Atlas Pan-cancer
Analysis Project [59,60]. The original data set is maintained by the
cancer genome atlas pan-cancer analysis project.

As stated by Zhang et al. [21], “Gene expression data contains DNA
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Table 2
Division of DNA microarray data of UCI Repository, used in Section 4.1.

Class Class ID Number of samples
BRCA 1 300
PRAD 2 136
KIRC 3 146
LUAD 4 141
COAD 5 78
Total 801

microarray data and RNA-seq data. Analysis of microarray data helps
clarify biological mechanisms and push drugs toward a more pre-
dictable future. Compared to hybridization-based microarray tech-
nology, RNA-seq has a larger range of expression levels, and more in-
formation is detected.”

RNA-Seq is a random extraction of gene expression of patients with
five different types of tumors in the dataset: BRCA (breast), KIRC
(kidney), COAD (colon), LUAD (lung) and PRAD (prostate) [61].
Table 2 collects the number of samples used for each type of tumor. The
size of data is 801 samples, each of which is defined by 20,531 features
or genes. The genes are identified with labels from gene 0 to
gene_20530.

Table 2 indicates that the data set is not balanced because it has a
different number of samples from each type: the largest group is BRCA
with 300 samples, while the smallest is COAD with 78 samples. In order
to use a more balanced subset of data (stratified random sampling) [6],
a balanced set of data with the five types of tumors was composed. For
such purpose, the size of the five subsets was fixed to the 78 elements as
the COAD group. The samples are randomly selected until the amount
established for each group is completed. Table 3 shows the number of
samples of the new data set consisting of 5 classes with the same
number of elements.

4. Experimental results

The GGA was applied to the dataset presented in the previous sec-
tion to extract a selection of characteristics or genes (to solve a wrapper
feature selection) that determined the most influential genes and their
combinations in order to classify the samples with good accuracy: ac-
cording to the types of tumors in the RNA-Seq dataset from UCI
Repository.

The complete data set is divided into three disjoint sets: training,
testing and validation. The training and test datasets are used in the
training and test stages during the execution of the algorithm. During
this time, the validation data is hidden for the algorithm. Once a stop
condition is reached, the best solutions found are evaluated on the
validation data set. The sizes commonly used for these sets are 80% of
the data for the training and 20% for testing whether a validation set is
not created. In our experiments a validation set has been used because it
provides more veracity: 80% for training, 10% for testing and 10% for
validation. The results do not lose generality because 10% of the total is
large enough: 80 samples in case 1 and 39 samples in case 2.

The number of generations, the population size and the probability

Table 3
Stratified sampling of DNA microarray data from the UCI Repository, used in
Section 4.2.

Class Class ID Number of samples
BRCA 1 78
PRAD 2 78
KIRC 3 78
LUAD 4 78
COAD 5 78
Total 390
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of mutation are established experimentally because the adaptation of
the algorithm to the type of problem to be solved influences these va-
lues. A small number of simulations with different values of these
parameters were executed, identifying the value ranges for which the
GGA obtains a better fitness.

Both the number of generations and the population size influence
mainly the convergence time [62], since with a greater variety of so-
lutions it is more likely to find some with good aptitude and an ac-
ceptable time. The number of generations used in the literature can
vary from 25 [63] to 2000 [64,65] or 1,000,000 [66]. In our experi-
ments, the algorithm was initially executed with up to 100 generations,
and it was found that from 60 generations there was hardly improve-
ment in the suitability of the solutions.

The population size usually used in the literature varies between 20
and 100 [64,65]. The probability of mutation used in different appli-
cations ranges from 0.01 [41] to 0.1 [63,65].

The size of the offspring depends on the implementation of the
parent selection function and the crossover function. The results de-
scribed were obtained by allowing all individuals to match only once in
each generation and each couple to generate a single offspring.

The number of simulations is also determined by experimentation
because the adaptation of the algorithm to each type of problem in-
fluences its value. Researches carried out with simulations in the range
of 1-50 can be found in the literature [64].

The use of an ELM as a classifier establishes by definition that the
number of neurons matches the number of classes in the data set. The
experiments described herein contain samples belonging to 5 types of
tumors (BRCA, PRAD, KIRC, LUAD and COAD), therefore the ELM used
is composed of 5 neurons.

The GGA was executed several times with independent simulations.
Each simulation was run with its own randomly constructed data sets
(training, testing and validation). The GGA run 3 simulations in the UCI
data set to obtain excellent results. The parameter values chosen for the
experiments are summarized below:

e Training data size = 80%

e Testing data size = 10%

e Validation data size = 10%

e Number of generations (Gpay) = 60
® Population size (Nj,q) = 50

o Offspring size = 25

e Mutation probability = .1

o Number of neurons in ELM = 5

o Number of simulations = 3

All experiments were performed with a 2.7 GHz Intel Core i7 pro-
cessor. The results presented below are the average values obtained
from 500 classification iterations using the ELM on the set of validation
data, reserved for this phase. The validation data is unknown for the
algorithm until this moment of the process. The 500 iterations are
random and independent of each other.

The classification of the samples according to the totality of the
features offers very poor results. Consequently, the GGA was applied to
extract a limited set of features such as a classifier. Taking into account

Table 4
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that the set of genes is very large (20,531 genes), the operation also
spends too much computing time. More important is that the operation
of classifying cancerous samples according to the total of 20,531 genes
should make sense, since not all the genes are influential in the de-
termination of a tumor. On the other hand, experts indicate that the
combination of certain genes can be decisive for the appearance of
specific tumors. In order to prove this fact in an algorithmically
manner, the ELM fitness function is executed with all characteristics of
the data indicated in Table 2, that is, without features selection, to
classify the samples of a test dataset according to the 5 types of tumors:
BRCA, PRAD, KIRC, LUAD and COAD. As expected, the average accu-
racy in the classification was unacceptable, being 37.37% with a stan-
dard deviation of 0.0518. This fact shows that it is necessary to extract a
group of characteristics as classifier. The selection of these character-
istics or genes is carried out by the GGA.

Salman et al. applied a genetic algorithm hybridized with an arti-
ficial neural network with 4 hidden layers (ANN + GA) to classify the
RNA-Seq data, obtaining an average accuracy of 98.75 with a standard
error of difference of 0.001 [22]. The GA algorithm adjusts the weights
of the neural network according to the influence of the all character-
istics. The big difference in the accuracies obtained by Salman et al.
[22] and with the ELM without feature selection is due to the fact that
the execution of the ELM is applied only once whereas [22] consists of
an evolutionary algorithm that improves the last solution in each
iteration. The improvement in classification accuracy will be obtained
in our experiments after applying the GGA evolutionary algorithm.

The experiments were carried out with different subsets of gene
expression cancer RNA-Seq dataset from UCI Repository:

e Case 1: the complete dataset from UCI Repository composed of 801
samples belonging to 5 types of tumors, see Table 2.

e Case 2: a subset with stratified sampling of 5 types and composed of
390 samples, summarized in Table 3.

4.1. Results of the classification in case 1 with the whole dataset of Table 2

The GGA selects the solutions with the best fitness found (accuracy
classification). Each solution is composed of several features/genes
among the 20,531 possible of the data set. Table 4 shows the average
accuracy in the classification of the RNA-Seq in the UCI data using each
of these different 5 classifiers (averaged over 500 independent and
random iterations). This accuracy is > 92% in all 5 cases, with a
standard deviation of 0.01. If the five classifiers are applied in a voting
system, the average accuracy increases to 0.9812, with a standard de-
viation of 0.0148. The voting system used is a majority voting system
with equal weights, which means that the weight of each of the N
classifiers is w; = 1/N as defined in Eq. (9) with N = 5.

9

The final decision is made based on the majority vote. These data
are collected in the last row of Table 4. The GGA complemented with a
voting system only needs 20 genes out of the 20,531 genes in the

Composition of the 5 groups of genes selected by the GGA. The average accuracy in the classification of the RNA-Seq in the UCI data set is indicated for each group to
the right of the table. The last row indicates the average accuracy in the classification with a majority voting system.

Group of genes Feature ID

Average accuracy Standard deviation

g s wWwN =

Majority voting system with the 5 groups

{gene_15900 gene_18636 gene_18746 gene 18810}
{gene_8032 gene_10428 gene_11250 gene_11550}
{gene_1216 gene 9176 gene_15089 gene_17770}
{gene_2352 gene_9652 gene_10290 gene_15900}
{gene_8616 gene_12986 gene_15899 gene_17906}

0.9409 0.0383
0.9327 0.0369
0.9285 0.0396
0.9236 0.0376
0.9175 0.0358
0.9812 0.0148
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Composition of the 8 groups of genes selected by the GGA. The average accuracy in the classification of the RNA-Seq in the UCI data set is indicated for each group to
the right of the table. The last row indicates the average accuracy with a weighted majority voting system.

Group of genes Feature ID

Average accuracy Standard deviation

1* {gene_15900 gene_18636 gene_ 18746 gene 18810}
2% {gene_8032 gene_10428 gene_11250 gene_11550}
3* {gene_1216 gene_ 9176 gene_15089 gene_17770}

4 {gene_2352 gene_9652 gene_10290 gene_15900}

5 {gene 8616 gene_ 12986 gene 15899 gene_17906}
6 {gene_9626 gene_11352 gene_14092 gene_19151}
7 {gene 9177 gene_17316 gene_18746}

8 {gene_15895 gene_16006 gene_ 17075 gene 18391}

Majority voting system with the 8 groups (*double weight)

0.9409 0.0383
0.9327 0.0369
0.9285 0.0396
0.9236 0.0376
0.9175 0.0358
0.8620 0.0386
0.8830 0.0370
0.8307 0.0434
0.9821 0.0156

database.

Table 5 shows 8 of the solutions generated by the GGA, with a total
of 31 genes. The rows in the table show the average accuracy of each
classifier when they act independently. The accuracy of the classifica-
tion improves when a voting system is applied. The voting system as-
signs the first 3 classifiers a double weight in the voting to compensate
for the fitness differences of the 8 classifiers (94.09% the first classifier
against 83.07% of the last classifier). This distribution of weights in the
vote is expressed in Eq. (10). In the first column of Table 5, asterisks
identify classifiers with double weight in the voting system.

N
Maw=1i=1..N
i=1

w=2x,i=1,23

w=xi=4,..,8 10)

With this voting system an average accuracy of 98.21% and a
standard deviation of 0.0156 is reached. The GGA method com-
plemented with a voting system uses much fewer genes (31 of 20,531
total). It is much more direct than the classifier of [22], though both
lead to very good accuracy: 98.21% for GGA + voting and 98.75% for
ANN + GA.

The classifier defined as voting system of different weights 8 clas-
sifiers of Table 5 is evaluated through 500 independent random itera-
tions via classification of the data collected in Table 2. The size of
training and testing sets are 90% and 10%, respectively. Fig. 5 gra-
phically represents one of the worst results obtained in all iterations.
The figure marks the successes in classification that matches the red
circle (fact) with the blue circle (prediction). The errors locate the blue
circle on a tumor type different from the correct type in the same
vertical. The errors are marked with vertical black lines that indicate

the difference between the wrong prediction and the correct type. The 6
errors produced in 80 classified samples implicate a 92.5% accuracy
classification, being this one of the worst cases of the 500 iterations.

4.2. Results of the classification in case 2 with stratified sampling of the
dataset as Table 3

The GGA is applied in a balanced subset of the same database [6],
randomly discarding samples of the four cancer types with the largest
number of samples until leaving 78 samples of each type (see Table 3).
The balanced subset is composed of 390 samples with the same number
of characteristics (20,531 genes).

Table 6 collects 10 of the best solutions found by the GGA algorithm
to classify a set of UCI Repository data with the stratified sampling
referred to in Table 3. Each group works as an independent classifier.
The size of the groups varies between 4 features/genes (in groups 3, 4,
5,7, 8 and 10 of the Table 6) and 9 features/genes (in the group 9). The
average accuracy and standard deviation have been calculated by
performing 500 random iterations. Table 6 shows the groups of genes
ordered from highest to lowest average accuracy.

The last row of the table shows the average accuracy (98.81%) and
standard deviation (0.0174) in the classification by a voting system by
majority of the 10 classifiers. The first three classifiers have a greater
weight in the voting than the rest, given that they have the best average
accuracy (> 91%). The voting system was evaluated with several
weighting distributions in the classifiers. The combination described in
Eq. (11) achieved the best results: the first classifier has a double vote
and the next two have triple weight compared to the rest. Table 6 labels
with a single asterisk the classifier with double weight and with double
asterisk those that have a triple weight in the voting system.

Prediction
@ Fact

cord -GDO—@D—0—@ 00 9 —8-0—0 0 000 —

LuAD - @) ? o00® o® @O0 ® 0O ®

KIRC - o |00 o OH0o @O o .

PRAD -  ®@ () é Q-

BRCA ) 2 A 5'0 ®o® 6I0 W
80 samples

Fig. 5. The worst case of classification (accuracy of 92.50%) of the data collected in Table 2. Classification through a voting system of 8 classifiers of Table 5. The x-
axis corresponds to the validation dataset (80 samples). The y-axis collects the 5 types of cancer: BRCA (breast), KIRC (kidney), COAD (colon), LUAD (lung) and

PRAD (prostate).
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Composition of the 10 groups of genes selected by the GGA. The average accuracy in the classification of the RNA-Seq in the UCI data set is indicated for each group
to the right of the table. The last row indicates the average accuracy with a weighted majority voting system.

Group of genes  Feature ID # Genes Average accuracy Standard deviation
{gene_5021 gene 6594 gene_8004 gene_8005 gene_16299} 5 0.9232 0.0552
{gene_1795 gene_4447 gene_6399 gene_12995 gene 15897} 5 0.9206 0.0534
{gene_9544 gene_11124 gene_15897 gene_ 19162} 4 0.9130 0.0539
{gene_6816 gene_7805 gene_16991 gene_18354} 4 0.8619 0.0622
{gene_9626 gene_ 11352 gene 14092 gene 19151} 4 0.8426 0.0640
{gene_7420 gene_8004 gene_8943 gene_16299 gene_20260 gene_20360} 6 0.8388 0.0172
{gene_1122 gene_ 6611 gene_10844 gene_ 11094} 4 0.8364 0.0755
{gene_220 gene_364 gene_9652 gene 16094} 4 0.7540 0.0734
{gene_659 gene_5377 gene_8868 gene_ 10111 gene_12808 gene_15894 gene 17184 gene_19553 9 0.7468 0.0842
gene_ 19760}

10 {gene_15895 gene_16006 gene_17075 gene 18391} 4 0.7323 0.0702

Majority voting system with the 10 groups (*double weight, **triple weight) 49 0.9881 0.0174

N
Dwi=1i=1.,N
i=1

W =2x, w;=3x,i=2,3

w =Xx,1=4,..,10 an

To compare the GGA + voting classifier with that proposed by
Salman et al. [22], the classifier was applied to the 411 discarded data
from the UCI Repository when obtaining the 390 samples from Table 3.
The 411 samples are unknown data for the ELM training. The average
accuracy on 500 random iterations offers very similar results to the last
row of Table 6: average accuracy of 98.82% and standard deviation of
0.0046. The voting system offers a better performance (98.82%) in the
classification of RNA-Seq in the UCI dataset than the ANN + GA algo-
rithm with 98.75% of [22]. In addition, GGA + voting system works
with only 49 genes against the total of 20,531 genes in [22].

Fig. 6 shows the worst case obtained in the 500 iterations, which
had an accuracy of 97.08%. Only 12 samples from 411 were wrongly
classified as another type of tumor. The figure highlights these cases
with vertical black lines where red circles represent the correct type of
tumor and the blue circles indicate the type of tumor misclassified.

5. Discussion

We have applied the GGA algorithm to the database from the UCI
Repository previously used in [22] for the classification of DNA samples
according to different types of cancer. The database taken from the UCI
Repository collects a total of 801 samples belonging to 5 types of
cancer: breast, kidney, colon, lung and prostate (Table 2). This database
is not balanced because the number of samples of each type is quite
different: the most numerous samples are those of breast cancer (300 in
total) and the least frequent are those of the colon cancer (78 samples in
total). With this unbalanced database, several groups of genes are ob-
tained that allow a classification with acceptable accuracy. The groups

act as individual classifiers whose decision is combined into a voting
system. All numerical values presented in the results of the experiments
have been averaged running 500 random and independent iterations.

Table 4 identifies 5 classifiers each formed by 4 genes. Each in-
dividual classifier has an average accuracy > 91%. The set of 20
characteristics, combined as 5 classifiers in a voting system ‘one vote-
one value’, obtain an average accuracy in the classification of 98.12%
and standard deviation of 0.0148.

Table 5 shows a solution with better result than the previous one.
The solution consists of a total of 31 genes grouped into 8 groups or
classifiers and working under a voting system with different counting
values. The three classifiers with the highest average accuracy are
counted with greater value than the rest of votes. This solution classifies
with an average accuracy of 98.21% and standard deviation of 0.0156.
The worst case found in the 500 random iterations reaches a success of
92.50% (Fig. 5). This result proves the validity of the proposed algo-
rithm, in which the worst case misclassifies only 6 samples of 80
samples.

The GGA algorithm has also been executed in a balanced subset of
the same database, randomly discarding samples of the four cancer
types with the largest number of samples until leaving 78 samples of
each type (Table 3). Discarded samples are added to the validation
dataset with which the performance of the algorithm is evaluated. The
GGA algorithm offers other combinations of genes as an accurate
classifier. Table 6 shows a set of 49 genes grouped into 10 classifiers.
The voting system with different counting values improves the average
accuracy up to 98.81%, with a standard deviation of 0.0174. Fig. 6
shows the worst case found in the 500 iterations, with an accuracy of
97.08%, in which only 12 samples of the 411 ones are misclassified.

Table 7 summarizes the results of similar research in the literature.
All of them reach a percentage of accuracy > 92%. Some of them differ
markedly in the number of samples (from 62 in Mahata et al. [68] to
801 ones in the proposed work) or in the number of genes (from 32 in

Prediction
@ Fact

COAD . .

LUAD

KIRC

PRAD

250 300 350 400

411 samples

Fig. 6. Representation of the worst classification case (accuracy of 97.08%,) obtained by the voting system with the genes in Table 6.

The validation dataset consisted

of the 411. The x-axis corresponds to the validation dataset (411 samples) and the y-axis collects the 5 types of cancer.
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Table 7

Achievements of accuracy in different research in the literature for cancer classification based on gene selection.
Author(s) # Samples # Features # Classes # Selected features # Classifiers Accuracy
Ding et al. (2005) [67] 96 4026 9 < 60 1 0.9730
Mabhata et al. (2007) [68] 62 6000 2 15 1 0.9677
Liu et al. (2010) [69]a 97 24,481 2 7 7 0.9381
Liu et al. (2010) [69]° 102 12,600 2 4 7 0.9706
Best et al. (2015) [72] 175 1072 2 - 110 0.9500
Piao et al. (2017) [73] 215 1047 4 - 20 0.9860
Saygil1 (2018) [74] 569 32 2 24 1 0.9877
GGA 801 20,531 5 49 5 0.9881

Liu et al (2010)%with data from [70]; Liu et al (201 O)bwith data from [71].

Saygili [74] to 24,481 in Liu et al. [69]). The presented method [4] R. Xu, G.C. Anagnostopoulos, D.C. Wunsch, Multiclass cancer classification using

achieves the best accuracy of Table 7, even working a much higher
number of features in most cases. Liu et al. [69] operate with 24,481
genes, similar number to the database used in our experiments, and
obtain an accuracy of 0.9381 versus 0.9881, with the proposed algo-
rithm.

6. Conclusions

The proposed GGA algorithm has been effective for the selection of
features of a large database in a classification problem. The GGA has
been successfully applied to a database from the UCI Repository com-
posed of 801 samples and 20,531 characteristics that belong to 5 types
of cancer (breast, kidney, colon, lung and prostate). There is no single
nor simple solution. The objective is to find a solution close to the
optimum, that is, a selection of features that works effectively as a high-
accuracy classifier.

The fitness function of the algorithm is the ELM, which gives it
speed in the computation time and accuracy in the classification. The
GGA selects several candidate classifiers formed by a few characteristics
(< 10 from the total of 20,531) that provide an average accuracy >
90%. When several of these classifiers are combined in a voting system,
the average accuracy of the classification is improved. < 50 genes
among the 20,531 allowed to successfully classify 98.81% of the sam-
ples with a standard deviation of 0.0174. The worst case found in a
series of 500 random and independent iterations had an accuracy of
97.08% in the classification process.

A limitation of the proposed algorithm is the possibly incomplete
exploration of the solutions space. The number of features is massive
and the selection of several tens of genes from 20,531 genes represents
a huge search space. Proper space exploration is not guaranteed. One
potential solution would be the parallel execution of the GGA on several
computers that share subpopulations of individuals. Another idea could
be the implementation of a metaheuristic algorithm to optimize the
selection of gene groups in the voting center.

Conflicts of Interest: The authors declare that there is no conflict of
interest. The authors alone are responsible for the content and writing
of this article.

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://
doi.org/10.1016/j.ygeno.2019.11.004.
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