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Abstract

The generation of instances of optimisation problems is a very common task in computer
science. Traditionally, researchers apply statistical or pseudo-random methods to create
instances with which to validate their proposals: algorithms or operators. At the same
time, some authors have proposed sets known as benchmarks so that new proposals
can be evaluated in these instances, and thus avoid the task of generating instances
for researchers. However, these sets are often characterised by (1) being designed
to be hard to solve by off-the-shelf, state-of-the-art algorithms at the time of their
creation and (2) by their low diversity, meaning the instances tend to share many
similar characteristics.

However, many of the proposals in the field of optimisation do not seek to evaluate
state-of-the-art algorithms. Therefore, finding a solution to these benchmarks is not
always the final objective in these publications. Hence, there is a need for instances
that exhibit some diversity in their characteristics so that the strengths and weaknesses
of a wider range of solvers can be evaluated. This factor is essential in problems such
as Algorithm Selection; i.e., mapping a portfolio of algorithms to a set of instances.
Since, in practice, there is no algorithm that can be expected to outperform others in
every instance, collecting diverse instances with known best solvers could facilitate the
evaluation of the strengths and weaknesses of the algorithms. Generating instances
that are diverse from one another requires a method that (1) is capable of performing
a space exploration and (2) has a mechanism for measuring diversity with respect to
the rest of the instances encountered earlier in the search.

This thesis examines the problem of generating diverse and performance-biased
instances from a portfolio of algorithms by proposing two major variants of Novelty
Search (NS).The methods apply single- and multi-objective approaches to generate
instances that are diverse and discriminatory, meaning they are designed to be diverse
among themselves and also easy to solve for one target algorithm and not for others
in a portfolio. By doing this, we aim to facilitate the generation of diverse sets of
instances that can be used to fill currently existing gaps, perform algorithm selection
within a portfolio and determine the regions of space where an algorithm excels/fails.
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Although the proposals are mainly evaluated using the well-known Knapsack Problem
(KP), experiments with the Travelling Salesman Problem (TSP) show that the methods
can be generalised to other domains of combinatorial optimisation. The results suggest
that both NS methods are able to generate diverse and discriminatory instances in the
KP and TSP domains when using a portfolio of deterministic heuristics. Moreover,
both methods outperformed previous Evolutionary Algorithm (EA) approaches in the
KP domain.

Finally, the methods are integrated into DIGNEA, a Diverse Instance Generator
with Novelty Search and Evolutionary Algorithms, a C++ framework that was de-
veloped during the research for this thesis to facilitate the generation of diverse and
discriminatory instances for optimisation domains for the research community.
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Chapter 1

Introduction

Humans have a variety of ways of learning how to perform tasks. These include our own
experimentation and learning from the teachings of a peer. In any case, throughout
our lives, we learn that there is a wide spectrum of ways to perform a particular task.
The choice of one method over another is often based on our beliefs, trends in our
surroundings or our own experience. However, to consider only one way of performing
a given task is a source of limitation. Even if we consider our methodology to be
the most appropriate based on our experience, we may find ourselves in situations
where time or resources do not allow us to proceed as we are used to. Therefore, it is
important that we learn different ways of performing the same task that allow us to
‘discriminate’ those contexts or circumstances in which one method is more favourable
than another. However, the lack of diverse scenarios is a problem when evaluating the
different methods we can apply.

We can exemplify this statement in the following way. Suppose we have decided to
go on a hike in the bush with our group of significant others. In this case, we are faced
with the task of planning which items we want to take with us in our knapsack for
this day in the countryside, and we do not have much time to do so. Each item has an
associated weight (in kilograms) and a benefit that we have subjectively assigned to it.
In addition, our knapsack has a capacity limit. Not only because it could break, but
also because we would not be able to carry as much as we wanted on the route. In this
case, our knapsack carries a maximum of 20 kilograms. Our goal is to carry with us the
combination of items that give us the most benefit without exceeding the maximum
capacity of the knapsack. Figure 1.1 shows a concrete example with a 20kg-capacity
knapsack and the list of possible items we want to take with us.

Now we need to decide which items we are going to take and which we are not going
to take. Similarly, let us assume that whenever we are faced with a similar problem,



2 Introduction

Figure 1.1 Hiking Planning Problem

we always choose to plan in the same way; that is, we put the lightest items in the
knapsack until we have filled it to its maximum capacity. And that is what we will do
on this occasion as well, obtaining a total profit of 31.

On the other hand, there are other ways of doing this planning, such as, for example,
considering introducing the most beneficial items first until the entire capacity of the
knapsack is filled. The application of each methodology will give us a different plan
for that day, and therefore a different total benefit. The main difference lies in the
specific case we are ‘solving’, i.e., the different elements and the maximum capacity of
the knapsack. However, if we had chosen the other approach, the beneficial items first
method, we could have obtained a profit of 32. Figure 1.2 shows the possible solutions
for this case.

Analysing the possibilities retrospectively, we see that our planning was not as
good as it could have been given the time available, because we did not consider the
characteristics of the elements involved (items and knapsack). The problem lies in
the fact that we did not consider the possibility that different cases may work better
for some methods than for others, and simply proceeded as we are used to from our
experience. Also, the more experience we have with different cases and the more we can
determine which methods work best for which specific cases, the better our planning
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(a) Most beneficial items first (b) Lightest items

Figure 1.2 Two different solutions for a Hiking Planning Problem. The efficiency of
the method used to plan the day depends on the information of the instance.

will be. Something similar happens in the field of Optimisation within Computer
Science.

Traditionally, efforts within the field of Optimisation have focused on the develop-
ment of more powerful exact algorithms that yield optimal solutions for academic and
real-world problems [136]. However, in practice, we find that it is not always possible
to apply these methods due to their high demands for resources and computational
time. Therefore, there are many lines of research and proposals to define algorithms
that do not always obtain the optimal solutions to the problems in question, but that
are capable of obtaining high-quality solutions with significantly fewer resources and
time [13, 63].

One shortcoming that we find in the literature when evaluating these proposals is
that the use cases, or ‘instances’, as they are commonly known in the field, have been
created to be considerably hard to solve with the aim of evaluating state-of-the-art
exact algorithms [51, 60, 95, 105, 106]. The main problem with these sets lies in the
low levels of diversity. As a consequence, another problem arises, and that is the lack
of information about which instances work best for the remaining algorithms.

Given a finite set of instances for an optimisation domain and a portfolio of al-
gorithms, we find that the algorithms behave differently in different problem instances;
no single algorithm dominates all others in every instance of the problem (i.e., per-
formance complementary phenomenon). Although intuitively believed in the field
before, this phenomenon was officially proposed in 1995 as the No Free Lunch The-
orem (NFL) [31]. It is the task of the researcher to associate the appropriate algorithm
to each instance of the set such that the total performance with the set is maximal.



4 Introduction

This problem is known as the Algorithm Selection Problem (ASP) and was proposed
by Rice in 1976 [112]. The early stages of the research in this thesis focused on the
creation of a selector that maps each instance to the best-performing algorithm in
order to efficiently solve the ASP in a specific domain. However, we soon realised the
need to obtain information in terms of the performance of each algorithm with a set of
instances. In this situation, we were able to determine that (1) the task of obtaining the
performance of each algorithm with the instances is a very computationally expensive
process and (2) the generation of sets of instances beforehand is absolutely necessary.
Moreover, contrary to the trend in the field, these sets should be as diverse as possible
in order to provide wide coverage of the performance spectrum. We thus find that
within the context of ASP, the generation of instance sets plays a crucial role in the
quality of the final selectors, which is why the efforts were shifted to this task: the
generation of diverse and discriminatory instances.

In order to generate instances that are diverse from each other, a method is needed
that (1) is capable of performing a space exploration and (2) has a mechanism for
measuring diversity or novelty with respect to the rest of the instances previously
seen during the search. The method employed in this thesis to accomplish this task is
known as Novelty Search [79]. Proposed about a decade ago, Novelty Search belongs
to a set of Evolutionary Algorithms called Quality Diversity (QD) approaches, which
have accumulated a significant amount of attention in the fields of robotics, video game
development, etc. To the best of my knowledge, Novelty Search methods have not been
applied before to the generation of instances in optimisation domains. This method is
characterised by focusing its search on novel solutions that have not been previously
discovered and, at the end of its task, returning a set of high-quality solutions in a
single run.

In particular, the present thesis focuses on investigating the problem of generating
diverse and performance-biased instances for a portfolio of algorithms by applying two
major variants of NS. Specifically, we seek to define methods that allow us to generate
instances that are easy to solve for one algorithm and not for others. That is, given
a portfolio of algorithms that we want to evaluate, our goal is to be able to generate
sets of instances that are diverse among them and are defined to be solved by a target
algorithm. In this way, the generation of instances also provides us with performance
indicators for each algorithm in the portfolio. We thus aim to facilitate the generation
of diverse sets of instances to fill currently existing gaps, perform algorithm selection
within a portfolio, and determine the regions of space where an algorithm excels/fails.
We present two variants of NS aimed at performing this task. The methods are fully
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generalisable to any combinatorial optimisation domain. The proposals are evaluated
mainly by using the well-known Knapsack Problem, an abstraction of the Hiking
Planning example mentioned earlier. In addition, to illustrate that the methods can
be generalised, they are also evaluated with the Travelling Salesman Problem.

The following section describes the main research questions that have been addressed
during the research conducted in this thesis.

1.1 Research Questions
In this PhD thesis, we aim to explore the following research questions. It is important to
note that the answer to the "to what extent" questions implies using specific qualitative
and quantitative analyses to assess the quality of the final outcomes.

• Question 1: To what extent can a Novelty Search algorithm be used to generate
diverse and discriminatory instances that aim to provide uniform coverage of the
descriptor space for a portfolio of algorithms?

• Question 2: How diverse are the instances evolved for each target with respect to
the performance-gap, i.e. the magnitude of the difference between the performance
of the winning solver and the remaining solvers in the portfolio?

• Question 3: To what extent can a Novelty Search algorithm using either a
feature or performance descriptor provide useful information of the opposite
search space? Are the Novelty Search methods with a performance descriptor
able to uniformly distribute the instances in the feature space and vice versa?

• Question 4: To what extent can the formulation of the instance generation
problem impact the resulting sets of instances? In other words, are there sub-
stantial differences in diversity, space coverage and the total number of instances
in the sets generated per run between a Novelty Search method using a single
objective approach and a Multi-objective-based Novelty Search algorithm?

• Question 5: To what extent can Novelty Search methods be generalisable to
other optimisation domains and portfolios when relying on performance-based
descriptors?



6 Introduction

1.2 Contributions and Overview
The research of this thesis presents two main contributions. Firstly, two NS approaches
that are simultaneously capable of generating a set of instances that are diverse
with respect to different search spaces (instance or performance) and that exhibit
discriminatory but diverse performance with respect to a portfolio of solvers, where
diversity, in this case, refers to variation in the magnitude of the performance gap. The
approach is primarily evaluated in the KP domain to produce diverse and discriminatory
instances for a portfolio of deterministic KP heuristics. Our results show that both
novel approaches succeed not only in providing considerably better coverage for the
instance and performance spaces, but also in obtaining larger sets of diverse and
discriminatory instances in comparison to an approach that does not make use of
novelty. Furthermore, in contrast to previous methods, such as that proposed by
[2], a single run of our method returns a large set of instances that are diverse and
discriminatory with respect to a single-target solver. It, therefore, needs to be run
M times, where M is the number of solvers in the portfolio. In contrast, space-filling
approaches such as those described by [2, 122], tend to converge to a single solution,
meaning in the worst case scenario, they need to be run i × M times to generate i

instances that are discriminatory for each of the M solvers.
The second major contribution is the development of a C++ framework called

DIGNEA which makes it possible for other researchers in the field to apply these
methods. The software is already available through a GitHub repository and contains
a wide variety of solvers and several optimisation domains, such as the Knapsack
Problem, the Travelling Salesman Problem and the Bin-Packing Problem.

The aforementioned research questions and contributions define the structure of the
present thesis. The rest of the document is organised as follows. First, in Chapter 2, the
different topics and areas related to this thesis are presented. Moreover, an overview of
the methods and state-of-the-art for such subjects is given. Then, Chapter 3 is devoted
to describing the proposal of two Novelty Search methods to tackle the problem of
generating diverse and discriminatory instances in optimisation domains. In Chapter 4,
both methods are examined in the KP domain. We perform several experimental
evaluations to answer the majority of the research questions considered in this thesis.
Chapter 5 presents an application of the methods to another optimisation domain: the
Travelling Salesman Problem. The goal of the chapter is to illustrate how the method
can be generalised to other domains with minimum effort by the user. Afterwards, in
Chapter 6, we present DIGNEA, a Diverse Instance Generator with Novelty Search
and Evolutionary Algorithms. This software has been created to allow the research
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community to apply the methods described in Chapter 3. Finally, Chapter 7 provides
a summary of the contributions and answers to the research questions, and provides a
list of the publications resulting from the research of this thesis. It also briefly discusses
some of the future lines of work of this research.





Chapter 2

Background

2.1 Evolutionary Computation

Evolutionary Computation (EC) is a research field within Computer Science. As
readers might expect, EC is the idea of applying Darwin’s Theory of Evolution to
problem-solving [34]. Thus, the natural evolution metaphor — that of trial-and-error

— and the survival of the fittest individuals in the population,1 are the fundamental
concepts of the basis of EC. The first reference to a nature-inspired search dates long
before the computer breakthrough. In the 1940s, Alan Turing proposed a ‘genetic or
evolutionary search’ for problem-solving in his famous paper Intelligent Machinery [126].
Almost two decades later, the first implementation and first experiment were successfully
executed using computers [34].

Today, the field of EC is one of the three main branches in the foundations of
Computational Intelligence (CI), the field centred on modelling biological and natural
intelligent systems [35]. Even though the stochastic nature of EC techniques does
not guarantee the optimal solution for the problem at hand, their ability to provide
high-quality solutions in a reasonable time frame makes them highly popular these days
in many different areas. They are applied in a wide range of scenarios where a search for
high-quality solutions is required, such as pure Optimisation domains [21, 33, 89], Neural
Network (NN) design in Machine Learning (ML) [83, 96], Robotics [127, 132] or Planning
and Scheduling [48, 137] to name a few. Besides, there exist four main streams in the EC
field: Evolutionary Programming (EP) [41], Genetic Algorithm (GA) [97], Evolution

1In practice, EC techniques do not always ensure the survival of the fittest individual in the
population (neither does nature). The stochastic nature of algorithms and new techniques could
provide other behaviours such as generational replacement.
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Strategy (ES) [114], and Genetic Programming (GP) [74]. The term Evolutionary
Algorithm (EA) is used to refer to the algorithms across subareas under the EC
umbrella [34].

Figure 2.1 shows the general scheme of an EA flowchart. In the initialisation
phase of the algorithm, a population of random solutions is created. Then, upon
reaching the termination criteria (usually a number of generations or evaluations to
perform), the algorithm proceeds as follows. First, random individuals are selected to
create a mating pool of parents. Those individuals are mated by means of variation
operators (recombination or crossover and mutation) to create a population of hopefully
better individuals: the offspring. After that, the offspring and parent populations
undergo a survivor selection mechanism to form the population of the next generation.
When terminated, the algorithm usually returns the last population.

Figure 2.1 General scheme of an Evolutionary Algorithm flowchart

Alternatively, recent work reveals a new trend in the EC field: Quality-Diversity (QD)
or illumination algorithms [19, 109]. In 2011, the first notion of QD algorithms was
presented [79]. Lehman et. al questions the effectiveness of the traditional optimisation
paradigm where EA algorithms measure the progress towards an objective function. In
this paradigm, there exist a number of factors that are known to affect the performance
of the algorithms. For instance, deception, such as local optima values, may prevent
the algorithm from reaching the objective. In contrast, they proposed abandoning
such a paradigm by instead rewarding solutions that present novel behaviour rather
than high objectives scores. The authors named their proposal Novelty Search. Since
their introduction around a decade ago, QD algorithms have provided a class of EA
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methods which are now considerably prolific in the field of robotics, since they are
capable of increasing the exploration of the search space at hand while simultaneously
promoting higher quality solutions. Besides, they include the benefit of returning
multiple high-quality solutions in a single run [25, 138].

There are two predominant classes of algorithms in the family of QD: Novelty
Search (NS) [79] and MAP-Elites (ME) [99]. Both methodologies provide mechanisms
for simultaneously enforcing the exploration of a search space while optimising for
quality within each region. Even though most QD research is applied to the robotics
and game development fields,2 recently these algorithms are starting to filter into
other optimisation domains (such as combinatorial optimisation) as a mechanism to
expressly provide diverse solutions [129]. Moreover, the literature in the field suggests
that defining suitable descriptors to depict the search space for both QD methods
is not only critical and problematic, but can also have a significant influence on the
dynamics of the algorithm [110].

In the present thesis, two NS algorithms are presented (see Chapter 3) to solve an
optimisation problem: generating diverse and discriminatory instances for optimisation
domains. Generating or collecting instances is a usual task that most researchers do
when evaluating their algorithmic proposals for any optimisation domain. Even though
the proposed algorithms are generalisable and can be applied to any optimisation
domain, the principal optimisation domain addressed in this thesis is the well-known
0/1 KP.

2.2 The Knapsack Problem

The 0/1 Knapsack Problem (KP) is a well-known NP-Hard combinatorial optim-
isation problem with a broad range of applications in both academics and real-world
situations. Studied since the 1890s, traditional lore suggests that the first reference to
the term ‘knapsack’ was introduced by Tobias Dantzig [27].

Definition 1 Given a virtual knapsack with a maximum capacity, a set of items T

each one with an associated profit and weight values, find the combination c of items to
include in the knapsack such that it maximises the total sum of profits without exceeding
the maximum capacity of the knapsack.

Formally, the KP is defined by Equation 2.1.
2See https://quality-diversity.github.io.

https://quality-diversity.github.io
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max
N∑

i=1
pici

subject to:
N∑

i=1
wici ⩽ Q

ci ∈ {0, 1}, i ∈ N = {1, . . . , n}

(2.1)

The number of elements that can be introduced in the knapsack is given by N , p and w

are the profits and weights of the items, respectively, and Q is the maximum capacity
of the knapsack. Finally, the decision variables are represented by c.

Over the decades, multiple variants of the core KP have been proposed in academ-
ics [18]. The most relevant variations are:

• Quadratic Knapsack Problem (QKP) [44, 107]: Ever since its original proposal
in 1980 by Gallo et. al [44], this particular variant of the 0/1 KP has garnered
considerable attention within the academic community. Notably, the profitability
of individual items is intricately intertwined with the selection of other items
within a solution vector, denoted as x.

• Multi-objective Knapsack Problem (MOKP) [84]: The MOKP is a KP variant
where more than one objective function is optimised simultaneously. This formu-
lation allows the application of KP solvers and techniques to real-world problems,
where sometimes several conflicting objectives or criteria must be optimised in
parallel.

• Multi-dimensional Knapsack Problem (MDKP) [135]: Also known as the multi-
constraint KP, the MDKP is a particular case of the 0/1 KP where the virtual
knapsack is capable of storing items with two or more dimensions. Therefore, the
capacity Q of the knapsack is defined as an M dimensional space with distinct
capacities in each dimension.

• Nonlinear Knapsack Problem (NKP) [16, 58]: The NKP is a variant that incor-
porates non-linearity either in the objective function or constraints of the KP.
The relevance of NKP derives from the fact that it can be encountered in diverse
domains, either as a standalone problem or as a sub-problem. Additionally, the
existence of non-linearity relations can present complexities and challenges, so
traditional algorithms may not be directly appropriate to this variant.

Furthermore, there exist many real-world problems that derive from one or more KP
variants. For instance, Menu Planning Problems [116], Project Management, Allocation,
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Capital Budgeting, Cutting Stocks and many more problems [135]. Nevertheless, the
focus of the present thesis is on the standard 0/1 KP.

From the algorithmic point of view, a substantial array of solvers for the KP
across various classes have been proposed by the computer science and mathematics
communities, i.e., from exact techniques such as Dynamic Programming [3, 22, 93, 113,
117] to heuristic [4, 14, 94, 135] and meta-heuristic algorithms like EAs [37, 75, 76, 89].
Even though there exist numerous proposals of exact solvers that are qualified to
provide the optimal solution for KP instances, they are not the best option when
solving large instances. As the size of the instances increases, the computational
time required to reach the optimal solution is likely to increase dramatically. As
a consequence, the field has witnessed the increased popularity of heuristics, meta-
heuristics and other non-exact methods to obtain high-quality solutions in reasonable
times [4, 14, 37, 76, 85, 89, 94, 135, 140]. However, different classes of algorithms (or
even different configurations of the same core algorithm) may perform differently in
certain instances. Depending on the resources available and the desired outcome,
researchers must decide which algorithm best suits the particular needs of the instances
at hand. This is not a straightforward task, and in fact, it requires considerable
computation. Researchers have been facing this problem for decades, and the first
formal definition of such a problem dates back to 1976, ‘The Algorithm Selection
Problem’ [112].

2.3 The Algorithm Selection Problem
The No Free Lunch Theorem (NFL) [57, 134] established that the comparative per-
formance of different black-box algorithms (the term black-box algorithm here refers to
those solvers that do not include any problem- or instance-specific knowledge in their
design to enhance the performance) across all possible optimisation problems is the
same. This scenario has been observed for all NP-Hard optimisation problems such as
Free Optimisation Problem (FOP) [39], also known as Unconstrained Optimisation
Problem (UCP), Constraint Satisfaction Problem (CSP) [15] and Constrained Optim-
isation Problem (COP) [59, 72]. However, within every optimisation domain, there
exist algorithms that can produce higher-quality results than others. Hence, it is well
known that no single solver can excellently solve all instances from an optimisation
domain; i.e., different algorithms may perform better than others for certain subsets
of instances, necessitating the use of algorithm-portfolios which collectively provide
high-quality coverage of the instance space of the problem. Thus, there is a practical
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necessity to select the best-performing algorithm from a portfolio of solvers to solve
instances of optimisation problems. Therefore, this leads to the per-instance Algorithm-
Selection Problem (ASP) proposed by Rice in 1976 [112]. The formal definition of the
per-instance ASP given by Rice is:

Definition 2 Given a set of instances I of an optimisation problem P , a set of k

algorithms A = α1, ..., αk for solving P, and a metric m : α × I → R that measures
the performance of any algorithm αi, i ∈ {1, ..., k} ∈ A on the instance set, construct
a selector S that maps every problem instance x ∈ I to an algorithm αi, i ∈ {1, ..., k}
such that the overall performance of S with I is optimal based on the metric m [112].

Figure 2.2 Scheme of the Algorithm Selection Problem as proposed by Rice in 1976.

Figure 2.2, shows an overview of the ASP as proposed by Rice where:

• P defines the problem space of a potentially infinite set of instances for the
problem domain.

• The feature space F defines the set of features or characteristics obtained from
P using feature-extraction techniques.
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• The algorithm space A represents the set of all algorithms available for solving
P .

• Y describes the performance space which maps each algorithm on A to an instance
from P based on a performance metric m.

However, some observations may be made involving the above definition. First,
the set of available algorithms A, could be replaced by a low-dimensional portfolio of
diverse solvers, even different configurations of the same core solver. Moreover, the
performance metric m can be highly sensitive to the optimisation domain at hand;
i.e., cost functions, number of constraints violated for a solver, running time of the
algorithm, etc. Therefore, a suitable metric m must be provided before addressing the
ASP for a specific optimisation domain [118, 121].

Due to the rise of Machine Learning (ML) techniques and more powerful computa-
tional resources, the ASP has garnered considerable attention over recent years [70],
with substantial work proposing approaches to predict either the performance of a
given algorithm or the label of the best solver using large datasets of instances from
the optimisation domain. For example, many algorithm selection approaches rely on
training a machine learning algorithm to predict either the performance of a given
algorithm or the label of the best solver, using a large set of representative instances
from the domain for training [2, 54]. However, even though nowadays the Selection
Mapping procedure in the ASP framework can be computed relatively straightforwardly
thanks to those advantages, generating, characterising via feature selection, and solving
instances with a portfolio of algorithms requires a significant amount of computational
and research effort.

The present thesis is limited to the process of generating instances from the ASP
framework. The purpose is to generate instances for optimisation domains that are
not only diverse with respect to either the feature-space F or the performance-space
Y instances, but that are also discriminatory with respect to the algorithms in the
portfolio. Thus, the instance generation procedure can also label the instances with
their corresponding best-performing algorithm in the portfolio A.
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2.4 Instance Generation Methods
Traditionally, the literature related to instance generation in optimisation domains has
mainly focused on generating as difficult as possible sets of instances with the aim of
serving as benchmarks for existing or recently designed algorithmic techniques [26, 50,
51, 62, 65, 106, 130]. As a result, researchers were able to identify the strengths and
weaknesses of algorithms to improve their performance. Such approaches, however,
tend not to deal with the analysis of the instances and their diversity with respect to the
instance-space, performing such an analysis only in terms of their hardness. Moreover,
the degree of hardness or difficulty to solve an instance requires obtaining high-quality
solutions, the optimal solution if possible. Besides, the traditional hardness evaluation
of an instance relies on the elapsed time spent by a state-of-the-art algorithm to obtain
a high-quality solution. However, this evaluation strategy involves heavy computational
loads and long processing times, which would not be feasible to address in some cases.
In fact, it is completely dependent on the algorithm selection, the implementation and
the computational environment used to examine it. Nonetheless, some authors have
proposed alternative metrics to evaluate the hardness of an instance [86].

In 2009, Smith-Miles et al. coined the term instance-space [123] to refer to a
high-dimensional space that condenses a set of instances using a vector containing a
finite list of measured features derived from the instance data. This feature-vector
is commonly known as the descriptor of an instance. Projecting the descriptor onto
a reduced lower-dimensional space (ideally 2D or 3D) provides researchers with an
appropriate visualisation of the instance-space. Moreover, solver-performance metrics
can be also superimposed as an extra indicator on the visualisation to reveal regions of
the instance-space in which a potential algorithm outperforms other candidate solvers
in the portfolio. As a result, instance-space visualisations can be useful in the field to
understand areas in which instances are located based on different descriptors, areas of
the space where solvers exhibit better performance metrics, or to assemble a portfolio
of solvers.

Nevertheless, a vast majority of proposals tend to produce and evaluate benchmark
instances only in terms of their hardness, i.e., how much time it takes for an exact
solver to obtain the optimal solution in a certain computational environment.
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2.4.1 Benchmark Instance Generation

Several authors have proposed a wide variety of methods to generate hard-to-
solve instances in many optimisation domains. A number of studies on instance
generation are based on drawing values from statistical distributions and selecting
the top hardest-to-solve instances from the set [30, 106, 130]. On the other hand, few
proposals are trying to move away from statistical methods to generate hard-to-solve
instances; e.g., van Hemert et. al [131], have tried to harness the strengths of EC to
generate hard-to-solve instances for the TSP domain. Most of the literature is related
to TSP [26, 50, 51, 62] and other optimisation domains with direct application to
real-world logistics and economics, such as Bin Packing (BP) [6, 30, 47, 115], Flow-shop
Scheduling Problem (FSP) [130], Boolean Satisfiability Problems (SAT) [36, 60] or the
KP [26, 65, 67, 106].

An example of the traditional approach based on statistical distributions is the
study by Vallada et. al [130], where a new hard instance benchmark set for permutation
FSP is proposed. The authors generated a total amount of 72,000 FSP instances from
different parameter combinations using almost exclusively uniform random distributions.
From that set, the top hardest-to-solve 240 small and 240 large instances were selected
to create the benchmark set. They state that the experimental procedure took almost
six years of combined CPU time to generate and solve the benchmark.

Other studies have argued that although the vast majority of combinatorial optim-
isation problems are known to be NP-hard, the practical hardness of the instances is
usually not too difficult when created from random distributions. The work of Goerigk
et. al is an example of this [50, 51]. While focusing on robust optimisation, they
propose an optimisation model to generate hard instances for Min-Max optimisation
combinatorial optimisation problems. Nevertheless, the authors claim that their ap-
proach is extendable to any combinatorial problem such as TSP or Selection. The
approach is based on exact and heuristic methods to solve ‘the optimisation problem
of generating hard problem instances’, and the instances generated for problems such
as TSP or Selection are considered to be 500 times harder to solve by state-of-the-art
Mixed-Integer Programming (MIP) solvers. Unfortunately, the authors did not evaluate
the characteristic of the instances and exclusively considered the time-to-solve as the
hardness of the instances.

Cárdenas-Montes [26], offers an alternative method to generate TSP instances that
evaluates their hardness based on a set of metrics inferred from spatial attributes of
previously solved samples. These features were then correlated with the hardness of the
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instances. The hardness of the instances was deduced from the statistical distribution
of the areas generated from the Delaunay triangulation, Dirichlet tessellation, and the
distances between the cities fitted to a Weibull probability distribution. To harden
the instances, a combination of a Linear Regression Model (LRM) and a Genetic
Algorithm (GA) was created to exploit significant correlations between hardness and
features.

Jooken et. al [65] recently proposed a new class of hard-instance problems for the
0-1 KP domain. They presented a stochastic multi-parameter generator that produces
only one KP instance at a time. To evaluate the method, a dataset containing 3,420
hard-to-solve KP instances was generated to later solve them on a supercomputer
using approximately 810 CPU hours. The instances were solved using state-of-the-art
KP algorithms proposed by Pisinger: Expknap [104] Minknap [105] and Combo [93],
proving that they were considerably harder than the 3,000 most difficult KP instances
of the previous benchmark set [106]. Jooken defines the hardness of the instances
as the required run-time of Combo to obtain the optimal solution. Furthermore, the
authors indeed evaluated the diversity of the dataset and compared the results with
work from in the field [120]. The results showed that, although the set was able to
fill some gaps in the instance space, the instances were located in a small region of
the space presenting low diversity behaviour. Thus, even though the work of Jooken
et. al is primarily concentrated on generating a new state-of-art hard-to-solve KP
benchmark, it differs from previous works in the field by analysing the location of the
instances in a KP instance space.

Overall, it is important to note that centring our attention exclusively on creating
increasingly hard-to-solve instances for exact state-of-the-art solvers may narrow the
evolution of the field. Nowadays there exist many reasons why exact state-of-the-art
solvers cannot be applied in many contexts: (1) it is impossible to afford the required
time to obtain the optimal solution for a problem and it is necessary to obtain the
highest quality possible solutions in a limited time, and (2) the end user may need
more than one high-quality solution (without necessarily being the optimal one). For
that reason, it is crucial to be able to rely on a portfolio of non-exact solvers that
can yield high-quality solutions with reasonable usage of computational resources. As
a result, research in the field might also pay attention to the conditions where such
solvers excel/fail. However, evaluating the strengths and weaknesses of a solver is an
arduous task that is often limited by the reduced diversity of instances that can be
tested. As such, it is paramount to produce diverse sets of problem instances that also
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exhibit some discriminatory behaviour, i.e., instances where a solver excels/fails with
respect to other solvers in a portfolio of interest.

2.4.2 Discriminatory Instance Generation

Prior research in the field of instance-space analysis, which involves generating 2D
visualisations of instance spaces, has shown that spaces constructed using commonly
available benchmarks in the literature of well-known NP-Hard optimisation domains
exhibit regions devoid of instances, and that certain solvers have limited coverage in the
areas where they perform well. This has been demonstrated in studies by Smith-Miles
et. al [119, 120, 122, 123]. Moreover, expanding such benchmark sets with real-world
instances does not solve the problem that real-world instances tend to exhibit high
levels of structure [55], and consequently, they tend to occupy small regions of the
potential feature space.

In response to the aforementioned issue, recent research has focused on applying
EC techniques to generate new instances to cover areas of an instance space currently
lacking in instances [9, 119, 122], to generate instances that are easy or hard to solve
for a particular algorithm, or to produce discriminatory instances with respect to a
portfolio of solvers [11, 45, 46, 108]. Here the term discriminatory instance refers
to an instance designed to be solved best by an algorithm in a portfolio of interest,
providing a significant performance difference compared to said target solver and the
remaining solvers. Overall, these studies allow researchers to provide new insights
into the connections between the algorithm’s performance and instance characteristics,
thus enhancing the development of both better algorithm-selection and algorithm-
configuration techniques. For instance, space-filling techniques, as proposed by Smith-
Miles et al. [119, 122], have been employed to address the gaps in feature space in
domains such as the TSP and Graph Colouring (GC). However, such approaches do
not consider discriminatory behaviour in terms of algorithm performance over the
instances. On the other hand, other research has centred attention on the evolution of
new instances that demonstrate maximum discrimination with respect to a portfolio of
solvers such as [2, 9, 108]. The main objective of those proposals is to maximise the
performance difference between a target solver, i.e., a solver that is expected to obtain
the best performance values, and other solvers in the portfolio in domains such as the
Bin-Packing, TSP, and Knapsack respectively. Nonetheless, these methods tend to
lack explicit mechanisms for generating instances that exhibit diversity with respect to
the instance feature space.
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In the TSP domain, Smith-Miles et al. [122] define a feature set to characterise
the instances and propose a methodology to evaluate whether said set is sufficient
to discriminate between instances and also between the performance of the different
solvers in the portfolio. For that purpose, they describe an EA to evolve new random
instances into easy (or hard) instances for a particular algorithm in the portfolio using
an objective function that minimises (or maximises) the search effort required by a
solver to produce a tour. The new instances are created to directly fill voids in a
previously constructed instance space using benchmark instances. The benchmark set
of instances is characterised by means of a feature-vector and then projected onto a 2D
plane (e.g. using Principal Component Analysis (PCA) [42]), in which the projection
is optimised to reveal the regions of strengths and weaknesses for several algorithms.
This method is again demonstrated later for the Graph Colouring [119] domain, and
most recently, in the domain of black-box continuous optimisation [101]. However,
there is no guarantee the evolved instances will be discriminatory with respect to the
portfolio.

Moreover, while Smith-Miles et. al focused their work on the TSP domain, Plata
et. al [108] proposes a similar approach for the KP domain. Concretely, an EA method
that generates KP instances which are designed to be easy or hard to solve for a
specific algorithm in a portfolio of deterministic KP heuristics. The method uses a
fitness function that maximises the performance gap between the target algorithm (the
algorithm for which the instances are generated) and the remaining solvers in the
portfolio. They generate two sets of instances for four different heuristics, easy-to-solve
and hard-to-solve instances. After that, the instances are characterised by computing
a 7D feature-vector to then analyse the feature distribution in the instance space.
However, the main limitations of this approach are that: (1) no diversity metrics are
given to quantitatively compare the set of instances, and (2) the representation of the
easy and hard instances in the instance-space does not compare the set of instances
generated for different solvers in the same figure, making it difficult to evaluate the
space coverage and distribution among algorithms and classes of instances.

Alissa et. al [2] follow a similar methodology but applied to the domain of BP,
i.e. a large set of instances are evolved to discriminate between four heuristic solvers.
These approaches require running an EA multiple times to generate instances for a
specific target algorithm. Besides, the number of distinct instances produced per run
might vary, depending on the extent to which the final population has converged. The
process must be repeated per each algorithm in the portfolio. Furthermore, these
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approaches cannot be guaranteed to produce a diverse set of instances, since each run
might converge to similar solutions.

To address the lack of diversity in the instance set, recent work attempts to
introduce mechanisms to explicitly maintain diversity while evolving instances that are
easy/hard for a target algorithm. The work of Gao et. al [45, 46] provides encouraging
results for the TSP domain. The authors introduce a selection method in the EA
evolution cycle designed to favour offspring instances that preserve the diversity in
the population with respect to a desired feature, as long as the offspring instance
presents a performance gap over a given threshold. Nonetheless, the study does not
take into account different algorithms for the portfolio, which is reduced to only one
algorithm: the 2-OPT heuristic [8, 102]. Moreover, even though the authors compared
several Support Vector Machine (SVM) models to support their generation process,
this presents another weakness of the study. In particular, there are two issues with the
classification procedure: (1) the authors do not specify any train-validation-test division
or cross-validation in the set of instances, which is commonly necessary for this kind
of ML task to avoid overfitting3 the data and (2) they only provide accuracy metric
values for each classification task performed, which is not the preferred performance
measure for classifiers [49, 61].

Additionally, Bossek et. al [9], also working on TSP, proposes a method to generate
discriminatory instances that are also diverse with respect to a feature vector. The
approach utilises novel mutation operators to encourage the exploration of the feature
space using a simple iterative algorithm while still optimising for discrimination without
explicitly preserving the diversity. Subsequently, the operators are also integrated
into an EA method to optimise the generation of easy or hard instances for a target
algorithm. Their results show that their method is capable of exposing a large difference
in algorithm performance (easy for one solver and hard for its contender) while covering
a wider spectrum of instance characteristics.

Alternatively, later work reveals there could be some benefits from the application
of QD algorithms. In the field of instance generation, it was recently demonstrated that
MAP-Elites could be utilised to evolve sets of TSP instances that are not only diverse
with respect to a 2D feature vector, but that also exhibit discriminatory behaviour with
respect to a portfolio of two TSP solvers [10]. A dynamically expanding population of
TSP instances is mapped into cells of a 2D space. Each dimension of the 2D space
refers to a user-defined feature derived from an instance, and each cell stores the

3Overfitting happens when the model is too complex relative to the amount of data and noisiness of
the training data, and the model is restricted and does not generalise well with unseen data [49, 125].
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instance with the best objective value found so far. The approach returns all instances
contained in the map upon termination. Due to the application of MAP-Elites grid
mapping, the method is able to discriminate between solvers and feature space. Bossek
et. al claims that even though its proposal is rather simple, it could be generalisable
to other optimisation domains. Nevertheless, the main drawback of the proposal is
that the method fails to scale well as the number of features increases. Thus, the
authors are constrained to define combinations of 2D feature-vectors to be explored
independently from a set of over 150 potential candidate features to create the archive.
Besides, regarding the objective values, the method is not target-dependent and the
objective function is not explicitly defined, with the authors assuming a monotonically
decreasing minimisation objective function.

In contrast, previous work related to the present thesis has demonstrated the use
of Novelty Search in the KP domain [90]. NS is applied to generate instances that
are not only diverse with respect to an 8D feature-vector, but also discriminatory
to the performance of a portfolio of algorithms. A fixed-size population of instances
is evolved and augmented with a dynamically growing archive. A feature vector is
derived from each instance and used to calculate the novelty with respect to the
current population and the archive. The method selects future generations using
a linear weighted combination of objective fitness and novelty score. The method
returns a set of diverse instances which are biased to the performance of a target
solver. Concretely, the resulting datasets present the following characteristics: (1)
cover a high proportion of the feature space relevant to a domain with quantitative and
qualitative analyses to support the results; (2) contain instances in which the portfolio
of solvers of interest demonstrate discriminatory performance; (3) contain instances
that emphasise diversity in the performance space, i.e., they highlight a wide range
of performance gaps between the target solver and the next best-performing solver in
the portfolio. In fact, the last outcome of this work has rarely been addressed. The
current trend in most studies is to evolve discriminatory instances while attempting
to maximise the difference gap between a specific target solver and the next-best
performing algorithm. Such approaches result in sets of instances which only emphasise
the extremes of the regions of strength and weaknesses of the solvers. Nonetheless,
it is undoubtedly essential to also locate the regions of the space in which one solver
outperforms another, not just the extremes of their performances. Furthermore, the
approach is evaluated in the KP domain using small instances and a portfolio of four
different configurations of a parallel EA [89]. While the works present promising results,
the method relies on calculating novelty as the distance between two feature vectors,
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which is problematic for high dimensional vectors when distances become diminishingly
small (the well-known curse of dimensionality [1, 49]). To the best of our knowledge,
[9] and [90] are the only proposals to apply QD methods to the instance-generation
problem with diversity and discriminatory requirements. It is clear that, although
there is scope for improvement, QD methods are a promising approach to generate the
problem of diverse and discriminatory instance generation.

In Chapter 3 of the present thesis, an in-depth description of two NS approaches (single
and multi-objective variants) to generate instances is provided. There exists a sub-
stantial difference in whether to formulate an optimisation problem as a single-
objective (SOP) or Multi-objective problem (MOP). In an MOP, two or more objectives,
usually in conflict with each other, are optimised at the same time. Hence, a solution
which increases the quality of one of those objectives tends to simultaneously decrease
the quality of the others. Thus, the solution is a set of solutions representing the best
trade-offs among objectives rather than a single optimal solution [33, 68, 69]. However,
when a problem is formulated as an SOP, the goal is to increase the quality of only one
objective. In this context, the solution to an SOP can be defined as a single solution.
Moreover, there exist several strategies that are commonly used in the field to address
an MOP as an SOP; e.g., the aggregation of the two or more objectives in a single
linear-weighted function with a ϕ parameter defining how relevant each objective is in
the evolution of solutions [28, 34].

2.5 Summary
Instance generation refers to the task of creating sets of problem instances that can be
solved by some algorithmic technique. For every novel proposal, computer scientists
are required to collect or generate by themselves problem instances to evaluate the
strengths and weaknesses of their method. Although there exist benchmark sets of
instances, they are designed with the objective of being difficult to solve for the top
state-of-the-art solvers at the moment. They are thus lacking in diversity. Even
though this is indeed an important research line in the computer science field, not all
algorithms are designed to be state-of-the-art. Thus, evaluating a wide range of solvers
with only sets of hard-to-solve and low-diversity instances prevents researchers from
discovering where a solver excels or fails. Consequently, there is a need to generate
diverse instances to complete existing sets and fill the regions of the space that remain
unknown. Moreover, the discriminatory instances in terms of solver performance can
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potentially help to illuminate which solvers may be preferable for certain areas of the
space. This chapter reviewed the research related to the present thesis.

We will see in the following chapters that the research presented in this thesis differs
from previous approaches in the instance generation field. While traditional approaches
applied statistical and other mathematical methods to generate hard-to-solve instances,
the methods presented here exploit the advantages of EC techniques to provide more
complex generators. In contrast to conventional methods, the research is centred
on the generation of diverse and discriminatory instances in optimisation domains.
Thus, it not only allows researchers to create sets of instances that are biased to the
performance of a target solver in a portfolio of interest, but that are also diverse with
respect to a feature or performance space.

Finally, even though the problem of generating instances is introduced as a part
of the ASP framework for algorithm selection, the work could be applied to pursue
new research questions, for example, involving instance space representation, instance
characterisation via hand-designed features, automated designed features, algorithm
design, or even parameter tuning evaluation for algorithms across domains.

The remainder of this thesis is centred on addressing the research questions outlined
in Chapter 1.



Chapter 3

Instance Generation Methods using
Novelty Search

3.1 The Novelty Search Algorithm
NS is a flavour of EA proposed by Lehman et. al [79] with the aim of mitigating
the problem of finding optimal solutions in deceptive landscapes. The core of NS
is based on the following idea. Instead of seeking a goal by following an objective
function in a standard evolutionary search process, the NS algorithm uses a function
that rewards novel behaviour. Therefore, the candidate solutions are evaluated based
on their diversity with respect to previous solutions rather than their ‘fitness’. Although
NS was proposed in robotics and control problems, such as maze navigation or biped
walking tasks, many examples of the applications of NS now exist across many domains.
Of particular relevance to this thesis is the work described by Buchanan et. al [17],
in which NS is used to create a diverse set of robot morphologies—here there is no
performance objective, the goal is exclusively to create diversity.

The NS algorithm works in a similar manner to a standard EA scheme (see
Figure 2.1). Thus, the creation, selection and mating of individuals are conducted as
we have detailed above in Section 2.1.

Once the offspring is created, NS begins to calculate the novelty for each candidate
solution. Measuring novelty for a candidate solution requires the definition of an
instance descriptor (x). A descriptor x is derived from the instance information and
includes attributes that represent the instance. Then, NS uses the descriptor to calculate
the novelty score or sparseness s for each candidate. The sparseness of a candidate is
calculated using the current population, plus an external archive of previous individuals.
Moreover, the K nearest neighbours and the Euclidean distance are commonly used
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metrics to compare descriptors. The external archive of novel solutions is one of the
fundamental components of NS [32]. Considered an unlimited-size set, it includes
candidate solutions that were previously seen during the evolution. The literature on
NS suggests different approaches on how to manage the external archive [53]; i.e., (a)
include only candidate solutions which were novel at a certain point (s > threshold) [79],
(b) include the most novel candidates at each generation without considering candidates
from the previous generations [82], (c) randomly populate it [78], or even (d) discard
the archive altogether [100]. In the present thesis, the strategy selected is (a), i.e. when
a candidate obtains a sparseness greater than a pre-defined threshold, it is included in
an external archive of novel solutions.

After that, the evolution cycle continues as expected in an EA. The offspring and
parent populations undergo a survivor selection mechanism to form the population of
the next generation. When terminated, the algorithm usually returns the candidate
solutions in the external archive. The general scheme of the NS using strategy (a) to
operate the external archive is shown in Figure 3.1.

Figure 3.1 General scheme of a Novelty Search

In the present thesis, an NS method to discover diverse yet discriminatory instances
in optimisation domains is proposed. The method is designed to create a set of instances
that are diverse with respect to a descriptor and biased to the performance of a target
solver. These instances can then be used to inform other problems such as algorithm-
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selection, and instance space analysis. Whereas a straightforward NS approach would
generate sets of diverse instances, they would not have the mandatory characteristic of
being tailored to the performance of specific algorithms. It is important to note that
to generate discriminatory instances for different solvers, the target algorithm must
differ from one execution to another of the NS. In other words, although the method
produces multiple instances in a single run, it must be run for each target solver in the
portfolio. On the other hand, as mentioned in Section 2.4, pure evolutionary methods
without any explicit diversity management mechanism would tend to generate sets of
almost identical solutions [106, 108]. Hence, the NS presented in this thesis adopts a
trade-off between searching for novel instances while also favouring higher performance
score values. Two approaches are proposed to achieve the desired behaviour: a linear-
weighted method based on that proposed in [24], and a multi-objective NS approach.
To the best of our knowledge, this is the first time that a multi-objective-based NS is
proposed for generating diverse and discriminatory instances in optimisation domains.
Nevertheless, there exist some applications of multi-objective NS in other fields such
as environment systems, evolutionary art and evolutionary robotics [5, 64, 98].

The remainder of this chapter will be devoted to defining how novelty is calculated
with respect to descriptors, and to computing performance scores for the instances
generated. Both NS approaches are defined in detail, and the general concepts of the
methods are described, without any loss of generality, using the KP domain.

3.1.1 Calculating Novelty

The standard NS algorithm replaces the fitness calculation based on objective functions
in a standard evolutionary algorithm with the calculation of a novelty score. To achieve
this, it is necessary to define a descriptor to quantify how novel an individual is when
compared to others in the population.

Given a descriptor x, usually a multi-dimensional vector with pertinent information
on a solution, the most common approach in the field is to quantify the novelty of
an individual by its sparseness. The sparseness of an individual measures the average
distance between the individual’s descriptor and its k-nearest neighbours [38, 52]. The
k nearest-neighbours for an individual are determined by comparing the distance from
the individual’s descriptor to the descriptors of all other members of the population
and to those individuals stored in the external archive of previous novel individuals.
The sparseness s is then defined as shown in Equation 3.1:
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s(x) = 1
k

k∑
i=0

dist(x, µi) (3.1)

where µi is the descriptor of the ith-nearest neighbour of that individual whose
descriptor is x, regarding a user-defined distance metric dist. The NS external archive
is extended in two ways with each generation of the algorithm. On the one hand,
we sample the population by randomly adding to the archive an individual with a
probability of 1% (this is a common practice in the literature [124]). On the other
hand, any individual in the current population with a sparseness s value larger than a
user-pre-defined threshold ta is also inserted into the archive.

Moreover, the NS complements the external archive with a separate list of individuals
known as the solution set. The main difference between the external archive and the
solution set is that the external archive is used to calculate the sparseness metric that
drives evolution, and the solution set constitutes the final set of instances returned
when the algorithm terminates [124]. The solution set is incrementally supplemented
as the algorithm runs. At the end of each generation, each member of the current
population is scored against the solution set by finding the distance to the nearest
neighbour (k = 1) in the solution set. Those individuals that score above a particular
threshold tss are added to the solution set. The solution set forms the output of the
algorithm.

It is important to note that the solution set does not influence the evolutionary
process by any means. On the contrary, this method ensures that each instance in the
final set returned by NS has a descriptor that differs by at least the given threshold tss

from the others. Lastly, there is no limitation in terms of the final size of either the
archive or the solution set. In fact, either one can grow randomly in each generation
depending on the diversity discovered by the current population. Figure 3.2 shows a
flowchart of the NS algorithm which illustrates the difference between the archive and
the solution set during the evolution.

Descriptor Representation for KP Instances

In order to calculate the sparseness (s) of an individual, we must define its descriptor,
i.e. the representative vector of an instance being evolved. Here, the novelty of an
instance can be defined either with respect to a set of pre-defined features of the
instance (feature-based descriptor) or to the performance of the portfolio when solving
that instance (performance-based descriptor).
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Figure 3.2 Novelty Search algorithm which includes a separate archive known as solution
set.

Figure 3.3 Representation of the instances as stored in memory (genotype).

A knapsack instance in NS is described by an array of integer numbers of size N × 2
where N is the dimension (number of items) of the instance of the KP we want to
create (see Figure 3.3), with the weights and profits of the items stored at the even and
odd positions of the array, respectively. In the present thesis, the capacity C of the
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Figure 3.4 Representation of the creation of a feature-based descriptor from a KP
instance genotype.

knapsack is determined for each new individual generated as 80% of the total sum of
weights. Using a fixed capacity would tend to create insolvable instances if the weights
of the instances increase significantly. However, this value could be included in the
genotype so it can be evolved as well.

For the KP domain, the descriptor is built up with a set of eight features. Some
of the features selected are inspired by those used by [108] containing: capacity of
the knapsack; minimum weight and profit; maximum weight and profit; average item
efficiency (also known as correlation); mean distribution of values between profits and
weights (N × 2 integer values representing the instance); the standard deviation of
values between profits and weights. Figure 3.4 details how the feature-based descriptor
is calculated from a KP instance.

On the other hand, a performance-based descriptor is defined as an M -dimensional
vector with the average performance of each solver considered in a portfolio of size M .
Considering a portfolio of M algorithms, then the novelty descriptor for an instance is
calculated as an M -dimensional vector, where each element Vi represents the average
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Figure 3.5 Representation of the creation of a performance-based descriptor from the
performance of the algorithms in the portfolio.

performance over R repetitions of algorithm Ai on the instance. The main motivation
behind the definition of a performance-based descriptor is to avoid defining a set
of problem-dependent feature-based descriptors, which could be tedious to define
and computationally expensive to calculate. Thus, the method could be applied to
other domains where obtaining a feature-based descriptor might be a challenging task.
Similarly, Figure 3.5 illustrates how the performance-based descriptor is derived from
the performance of the algorithms in the portfolio for a specific instance.

Note that NS evaluates novelty with either descriptor given. This means the previous
and following definitions are valid for both feature and performance descriptors. The
main difference relies on the space where the novelty is searched for.

3.1.2 Calculating Performance

Whereas the sparseness (s) represents the novelty of an instance in the population, its
performance score (ps) gives an insight into how well the target solver performs with
this instance compared to the remaining algorithms in the portfolio. The reader should
note the difference between the performance descriptor and ps. The performance
descriptor detailed in the previous section refers to a search space in which NS searches
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Algorithm 1: Evaluation Method
Input : current_pop, portfolio, archive, k, ϕ

1 for instance in current_pop do
2 for algorithm in portfolio do
3 apply algorithm to solve instance R times;
4 calculate mean profit of algorithm

5 end
6 end
7 calculate the novelty score(current_pop, archive, k) (Equation 3.1);
8 calculate the performance score(current_pop) (Equation 3.2);
9 calculate fitness(current_pop) (Equation 3.3);

10 return current_pop

for novelty, while ps is a performance metric used to calculate the fitness of instances.
The performance score ps of an instance is calculated using Equation 3.2. For example,
it can be computed as the difference between the mean profit achieved in R repetitions
by the target solver, denoted as tp, and the maximum of the mean profits achieved in R

repetitions by the remaining approaches of the portfolio, defined as op. The number of
repetitions R to perform depends on the nature of the algorithms in the portfolio; i.e.,
an evolutionary algorithm must perform several repetitions due to its stochastic nature,
while deterministic heuristics only needs to be run once. In the particular case of the
KP, profit is defined as the sum of the profits of the items included in the knapsack.

ps = tp − max(op) (3.2)

3.2 Instance Generation with a Linear-weighted
Single-objective NS

The linear-weighted single-objective NS algorithm (NSls) follows a traditional EA
approach for evolving instances [34]. First, NSls receives several parameters to construct
the environment: D, a domain to create instances for; N , the dimension of the instance
to generate, the number of neighbours k to calculate s for every instance, the value of
ϕ ∈ [0, 1] for the linear-weighted computation of s and ps, the number of generations
to perform and the portfolio of solvers to evaluate the instances. After that, both the
external archive and the solution set, together with an initial population of randomly
generated instances, are created and the algorithm starts the evolutionary process.
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Algorithm 2: NSls

Input : D, N , k, ϕ, generations, portfolio
1 archive = ∅ ;
2 solution_set = ∅ ;
3 initialise(population, D, N);
4 evaluate(population, portfolio, archive, k, ϕ);
5 for i = 0 to generations do
6 parents = select(population);
7 offspring = reproduce(parents);
8 offspring = evaluate(offspring, portfolio, archive, k, ϕ) (see Algorithm 1);
9 population = update(population, offspring);

10 archive = update_archive(population, archive);
11 solution_set = update_ss(population, solution_set);
12 end
13 return solution_set

Until the maximum number of pre-defined generations is reached, NSls follows the
traditional steps of an EA [34] with a few considerations. First, a mating pool of parent
individuals is created by means of a random selection from the current population. The
procedure defined to select the parents is Binary Tournament Selection [34]. Then, new
individuals, i.e., offspring instances, are created based on individuals from the mating
pool. This is known as reproduction in evolutionary computation. In the reproduction
procedure of NS, two variation operators are applied: recombination (commonly known
as crossover) and mutation [34]. By means of recombination, the information from
two individuals in the mating pool is merged into two offspring individuals. Generally,
recombination is a stochastic operator since the choice of what parts of the parents are
combined involves some sort of randomness. In each generation of NSls, N offspring
individuals are generated, thus ensuring |offspring| = |population| in each generation
of NSls. Mutation operators are applied individually to each new offspring to include a
slight modification. In addition, mutation operators are always stochastic: the offspring
depends on the outcomes of a series of random choices [33, 34]. The NSls algorithm
presented here supports different flavours of mutation and recombination, and it is up
to the researcher to decide which variant works best for each domain. However, in
the present thesis, the choice of operators are Uniform One Mutation and Uniform
Crossover [34]. It is important to note that since the representation of the instances
in NS (see Figure 3.3) is based on the classical vector-of-numbers representation, the
operators work in a similar manner to other optimisation contexts. There are no
unusual cases because we are evolving instances rather than solutions for another
optimisation problem.



34 Instance Generation Methods using Novelty Search

When the variation operators are applied, the offspring instances are evaluated
with the solvers’ portfolio, their novelty s, performance score ps, and fitness f (see
Algorithm 1). It is relevant to remark on the computational cost of the work performed
in the evaluation stage of the instances. Not only must every instance be solved by
each solver in the portfolio (even R > 1 times if the algorithm includes stochastic
components), but s and ps are also calculated here.

The evaluation procedure requires several parameters: the current population of
instances (the current population of instances is defined by the initial population at
the start of the run and the offspring population in the main loop of the algorithm),
the portfolio of solvers, the external archive and value k. As mentioned before, the
evaluation procedure starts by solving every instance in the population with each
algorithm in the portfolio R times. For each pair (instance, solver), the mean profit
of the algorithm over the instance is calculated (see Section 3.1.2). The next stage in
the evaluation requires computing scores s and ps for every instance in the current
population. These values are calculated using Equation 3.1 for s and Equation 3.2
for ps. After that, both s and ps are combined into a fitness value f using a linear-
weighted function where ϕ is the performance/novelty balance weighting factor (see
Equation 3.3) [24]. NSls uses the parameter ϕ in the evolutionary process to obtain
instances with certain trade-offs between their target performance ps and novelty s.

Higher ϕ values will tend to generate less diverse instances with a tight bias to
the performance of the target solver. Note that defining ϕ = 1.0 could lead NSls

to work as a simple EA and converge the entire population of instances to similar
solutions. On the other hand, lower ϕ values will emphasise the diversity aspect of the
instances rather than their performance score. The evaluation procedure is detailed in
Algorithm 1.

f = ϕ ∗ ps + (1 − ϕ) ∗ s (3.3)

After evaluating the offspring, NSls undergoes the population update procedures.
These procedures involve updating the current population, external archive, and
solution set. Updating the population is the most straightforward process of the three.
NSls performs an first-improve generational replacement where each individual in
the population is replaced by its position-wise equivalent individual in the offspring
population only if the fitness f is improved. Otherwise, the “older” individual remains.
Next, NSls updates the external archive and solution set.

The external archive is populated with randomly selected samples of individuals
from the current population and inserted into the archive with a probability of 1%,
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a common practice in the literature [124]. Then, any individual from the current
generation with a novelty score greater than a pre-defined threshold ta is also included
in the archive. Whereas the external archive can contain randomly selected and
novel individuals, the solution set is populated exclusively with diverse solutions for
which s > ts holds in each generation. The reasoning behind having both archives is
that different levels of thresholds can be applied to each. For instance, having a less
restrictive threshold for the external archive drives the evolution while requiring higher
levels of diversity for the final set of solutions (see Section 3.1.1). Moreover, in NSls

the score ps assigned to each instance is crucial. Thus, ps > 0 must be satisfied for
any individual to be included in both archives. This restriction is only bypassed in the
first generation of NSls to obtain some preliminary information to start the search for
diversity. Finally, NSls returns the solution set. The pseudo-code of NSls is detailed
in Algorithm 2.

3.3 Instance Generation with a Multi-objective NS
NSmo considers the instance generation problem as a MOP. Whereas NSls combines
the performance ps and novelty scores s into a single fitness value f by means of a
linear-weighted function, NSmo treats each objective separately. Thus, NSmo discards
the use of balance parameters, such as ϕ in NSls; instead, both objectives are op-
timised simultaneously. NSmo is inspired by the one of the most successfully applied
Evolutionary Multi-objective Optimisation (EMO) algorithms: the Non-Dominated
Sorted Genetic Algorithm II (NSGA-II) [29]. Although this new evolutionary ap-
proach significantly differs from NSls, it maintains the identical domain representation
presented in Section 3.1.1. Therefore, the same novelty descriptors and instance
representation (genotype) is used for the KP domain in NSmo.

The NSmo algorithm starts in a similar manner to NSls, initialising the external
archive and solution sets and then creating an initial population of random instances.
After that, the initial instances are evaluated. The evaluation procedure for NSmo

is almost unchanged with respect to NSls, with the slight difference of avoiding the
calculation of a fitness f value (see Algorithm 3). Both ps and s are calculated but
not combined.

After the initial evaluation, the algorithm ranks the instances on different fronts
based on non-dominance. The definition of domination considered in this thesis is the
one proposed by Eiben [34]: given two solutions, both of which have scores based on
some set of objective values, one solution is said to dominate the other if its score is at
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Algorithm 3: Evaluation of Instances in NSmo

Input : current_pop, portfolio, archive, k
1 for instance in current_pop do
2 for algorithm in portfolio do
3 apply algorithm to solve instance R times;
4 calculate mean profit of algorithm

5 end
6 end
7 calculate the novelty score(current_pop, archive, k) (Equation 3.1);
8 calculate the performance score(current_pop) (Equation 3.2);
9 return current_pop

least as high for all objectives, and is strictly higher for at least one for a maximisation
problem. The domination is represented with the symbol ≽. Formally, considering a
maximisation problem, A ≽ B (A dominates B) is defined as:

A ≽ B ⇔ ∀i ∈ {1, ..., n} ai ≥ bi, and ∃i ∈ {1, ..., n}, ai > bi (3.4)

In scenarios where conflicting objectives exist, there is no single solution that can
dominate all others, and a solution that is not dominated by any other will be known
as non-dominated [34]. To rank the population on different fronts, NSmo utilises one
of the main components of NSGA-II: a fast non-dominated sorting operator [29]. The
population of instances is classified on different fronts based on the non-dominance
operator (see Equation 3.4); i.e, instances in F1 are non-dominated individuals, F2

includes the instances dominated by those in F1, and so on. The algorithm compares
every individual in the population to every other and for each individual i, it keeps
two values: a dominance counter nj and a set of solutions dominated Sj. The npj

determines the number of individuals that dominate individual j and therefore defines
the front Fi that the individual belongs to; i.e., individuals scoring np = 0 belong to
F1, individuals with np = 1 are stored in F2 and so on. Besides, the number of fronts
Fi that the operator will return is not known beforehand. The fast non-dominated
sorting algorithm is detailed in Algorithm 4.

After ranking the initial population, NSmo begins the evolution of instances. A
mating pool is created by means of random selection from the current population. The
procedure to select the parents used in NSmo is identical to NSls: Binary Tournament
Selection [34]. Next, the individuals in the mating pool mate to create offspring
individuals. While NSls will generate N offspring individuals, NSmo includes twice
as many individuals in the mating pool. Nevertheless, NSmo does follow the same
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Algorithm 4: Fast Non-dominated Sorting operator extracted from the
original NSGA-II proposal [29]

Input : population
1 F = ∅;
2 for p in population do
3 Sp = ∅;
4 np = 0;
5 for q in population do
6 if q ≽ p then
7 np = np + 1 ; Increment the domination counter of p
8 else
9 if p ≽ q then

10 Sp = Sp ∪ {q} ; Add q to the set of solutions dominated
by p

11 end
12 end
13 end
14 if np = 0 then
15 prank = 1 ; p belongs to the first front F1
16 F1 = F1 ∪ {p}
17 end
18 end
19 i = 1;
20 while Fi ̸= ∅ do
21 Q = ∅;
22 for p in Fi do
23 for q in Sp do
24 nq = nq − 1;
25 if nq = 0 then
26 qrank = i + 1 ; q belongs to the next front Fi+1
27 Q = Q ∪ {q};
28 end
29 end
30 end
31 i = i + 1;
32 Fi = Q;
33 end
34 return F

approach as NSls in the reproduction stage of the evolutionary process. This means
that recombination and mutation operators are applied to each individual offspring.
Moreover, the same operators are used for NSmo; i.e., Uniform One Mutation and
Uniform Mutation [34].
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Algorithm 5: NSmo

Input : D, N , k, generations, portfolio
1 archive = ∅ ;
2 solution_set = ∅ ;
3 initialise(population, D, N);
4 evaluate(population, portfolio, archive, k);
5 rank_population(population);
6 for i = 0 to generations do
7 parents = select(population);
8 offspring = reproduce(parents);
9 offspring = evaluate(offspring, portfolio, archive, k) (see Algorithm 3);

10 populationc = {population ∪ offspring};
11 population = update(populationc);
12 archive = update_archive(population, archive);
13 solution_set = update_ss(population, solution_set);
14 end
15 return solution_set

Furthermore, once the offspring population is created and the variation operators
are applied, the offspring individuals are evaluated using Algorithm 3.

After that, the offspring and current populations are combined into a population
populationc of size |populationc| = 3N . The populationc is then used to update the
current population. Note that the idea behind combining both populations is to
ensure the preservation of elitism during the entire process [29, 34]. In order to
update the population, NSmo begins by applying the non-dominated sorting operator
to classify the individuals in different fronts and prioritise those instances which are
non-dominated (see Algorithm 4). Furthermore, the update procedure involves another
key component of NSGA-II: the Crowding Comparison operator [29]. This operator
is used to estimate the density of neighbour solutions around an individual in the
population [29, 34]. So as to calculate the crowding distance to an individual i, each
front has to be arranged in ascending order for each objective function value. Then, for
each objective function, the distance is assigned as the normalised difference between
the objective values of two adjacent individuals in the front [29]. It is important to
note that individuals in the bounds of each objective function are assigned a distance
value of ∞. For instance, if Fi = x0, x1, ..., xm is a front already sorted in ascending
order based on a certain objective function, x0 and xm will receive a distance value
equal to ∞. Once all the objective functions have been evaluated, the overall crowding
distance results as the sum of the distances for every objective function [29]. Finally,
the front is sorted based on the overall crowding distance value of each individual
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inside. Afterwards, the population is updated with the first N individuals found in F .
Starting with the best non-dominated individuals in F1, if the size of the front is smaller
than N , all individuals are selected as members of the new population. Then, the
population is completed with individuals from subsequent non-dominated fronts (i.e.,
F2, then F3, etc.) based on their crowding distance. NSmo continues the process until
N individuals are filled in the new population.

Next, NSmo updates the external archive and solution set identically as NSls does.
For instance, the external archive is populated with randomly selected samples of
individuals from the current population and inserted in the archive with a probability
of 1%, and any individual from the current generation with a novelty score greater than
a pre-defined threshold ta is also included in the archive. The solution set is populated
only with diverse instances that score s > tss and ps > 0. Finally, although NSmo

works as a multi-objective EA, it does return a solution set, similar to the way NSls

operates, to avoid discarding solutions that are diverse but do not belong to a proper
Pareto Front. In this way, NSmo not only treats the instance generation problem as a
multi-objective problem; it also benefits from the use of archives. The pseudo-code of
NSmo is detailed in Algorithm 5.

3.4 Summary
In this chapter, two main NS methods for generating diverse and discriminatory
instances with respect to a portfolio of solvers in optimisation domains are proposed.

On the one hand, an NS approach based on [90] known as NSls solves the problem of
instance generation by means of a weighted combination of performance and diversity
to drive the evolution of instances. Additionally, a novel NS method where the
performance and diversity are optimised simultaneously is proposed as well: NSmo.
The method is based on the NSls plus the well-known NSGA-II algorithm for multi-
objective optimisation. Moreover, both methods are generalisable in terms of the
space used to seek diversity: a feature space based on domain-dependent descriptors,
or a performance space with respect to the portfolio of interest. Hence, combining
both methods and spaces to search for diversity yields the four different approaches
presented in this chapter. Whereas deriving feature descriptors could lead to a deeper
understanding of the instances, performance-based descriptors do not require the
definition of a feature-based descriptor to characterise instances, which is a clear
advantage in domains where there are no intuitive features, or where calculating
features is computationally expensive. Additionally, it also facilitates the generalisation
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of the method to other domains since it does not require an intensive problem domain
analysis and is a much more straightforward method in comparison to the feature-based
approach. An example of the above is presented for the TSP domain in Chapter 5.

Finally, of the main advantages of the methods proposed is that a set of diverse and
discriminatory instances is returned in a single run. By contrast, existing methods in
the literature, as stated in Chapter 2, such as [2, 108, 122], need to be run repeatedly
to generate multiple instances since the EAs often converge to a single solution;
furthermore, there is no guarantee that repeated runs will deliver unique solutions.

The next chapter presents an in-depth evaluation of the methods in the KP domain.



Chapter 4

Experimental evaluation

Hofstadter’s Law: It always takes
longer than you expect, even when
you take into account Hofstadter’s
Law.

Douglas Hofstadter
‘Gödel, Escher, Bach: An Eternal

Golden Braid’

This chapter details the experimental evaluation performed for the KP domain in
the present thesis. The main motivation for the experimental assessment is to evaluate
the extent to which both novelty search approaches, NSls and NSmo, can be used
to generate diverse but discriminatory instances for the KP problem with respect to
a portfolio of solvers. Moreover, each NS algorithm is evaluated on both previously
detailed descriptors: feature-based and performance-based (see Section 3.1.1). Thus,
we can evaluate the quantitative and qualitative diversity of the instances from the
approaches not only in the traditional instance feature space, but also when disregarding
them.

To this end, both methods are evaluated using a portfolio containing a set of
simple, deterministic, and KP-dependent heuristics [108]. These are well-known solvers
commonly used in the optimisation field, namely: Default (Def), which selects the
first item available to be inserted into the knapsack; Max Profit (MaP), which sorts
the items by profit and selects those items with largest profit first; Max Profit per
Weight (MPW), which sorts the items by their efficiency (ratio between the profit
and weight of each item) and selects those items with the largest ratio first; and
Min Weight (MiW), which selects items with the lowest weight first. Although these
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algorithms are very straightforward to implement, a pseudo-code is provided for each
one in Appendix A.

This experimental evaluation addresses the first four major research questions of
this thesis from Section 1.1:

The chapter is organised as follows. First, the experiments related to NSls are presen-
ted, where Questions 1, 2, and 3 (see Section 1.1) are answered for both descriptors:
feature- and performance-based. In order to answer Question 3, a traditional evolu-
tionary algorithm is used as a base method to compare against NSls. After that, the
same questions are addressed for NSmo. In this scenario, the well-known NSGA-II
algorithm is used as a base algorithm to answer Question 3. Then, in order to answer
the fourth question of this thesis, an in-depth comparison between NSls and NSmo is
presented. This section compares both methods for each descriptor and emphasises
the possible benefits of an ensemble approach between the two algorithms.

Table 4.1 Parameter settings for NSls, which evolves the diverse population of discrim-
inatory instances.

Parameter Value
Knapsack items (N) 50

Weight and profit upper bound 1,000
Weight and profit lower bound 1

Population size 10
Crossover rate 0.8
Mutation rate 1 / (N × 2)
Generations 1,000

Portfolio Default, MaP, MPW, MiW
Repetitions (R) 1
Distance metric Euclidean Distance

Neighbourhood size (k) 3
ϕ 0.85

Thresholds (ta, tss) 3.0
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4.1 NSls Experiments
First, NSls is run considering a portfolio of deterministic heuristics and both descriptors
(features and performance). Due to the stochastic nature of the algorithm, NSls was
run 30 times for each solver and then the results were combined. The results are two
datasets of instances generated by NSls to favour a specific solver whose diversity is
defined using the descriptors detailed in Section 3.1.1, i.e., a feature-space descriptor
for NSlsf and a performance-space descriptor for the NSlsp approach. The parameter
setting for all experiments involving NSls are detailed in Table 4.1. Moreover, the
values for each parameter are defined after considerable computational work performed
in parameter tuning experiments [90].

4.1.1 NSls and Feature-based Descriptor

We denote NSlsf as the configuration of NSls that is run to generate KP instances
using a feature-based descriptor to search for diversity. The approach is executed 30
times for each of the four targets in the portfolio and then the instances are combined
into a single dataset. After that, the instance information1 plus the feature-descriptor
is reduced to 2D for better visualisation. The procedure of dimensionality reduction
is performed by means of standardisation, followed by the application of Principal
Component Analysis (PCA) [42]. The data are standardised by removing the mean and
scaling to the unit variance. For instance, the standard score of a sample x consisting
of the feature-descriptor and the instance data is calculated as:

z = (x − µ)/s (4.1)

The results are shown in Figure 4.1. It is evident that NSlsf was able to generate
four different clusters of instances, one for each solver in the portfolio. Even though
the number of instances generated per target varies from solver to solver (720 instances
for Default, 220 for MPW, 2260 for MaP, and 2090 MiW), the ratio of unique instances
remains stable at around 30 per cent of the total amount (see Table 4.3 for more details)
after 30 repetitions of the method for each solver. The difference in terms of instances
generated per solver was determined by (1) the stochastic nature of the method, (2)
the idiosyncrasy of each solver (making it easier or harder to generate instances biased
to their performance), (3) the need for specific NS threshold adjustment (tss, ta) when

1The term instance information refers to the attributes that define a KP instance, such as the
capacity (Q), and the profits and weights of each item in the instance.
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dealing with hard-to-generate-for solvers, or (4) possible limitations related to tackling
the instance generation problem as a single objective problem.

Figure 4.1 PCA is applied to a dataset containing the feature descriptors plus the
instance information of all the instances generated by NSls when using a feature-based
descriptor to search for novelty. Blue points are the instances generated for Default,
orange crosses for MaP, green squares for MiW, and red pluses for MPW.

Moreover, a quantitative evaluation of the space coverage from the generated
instances is provided by means of the exploration uniformity (U) metric [53, 77].
This procedure permits a fair comparison of the distribution of the instances with a
hypothetical Uniform Distribution (UD) in the same feature space. The procedure
starts by dividing the environment into a grid of 25×25 cells, after which the number of
instances in each cell is counted. After that, the Jensen-Shannon divergence (JSD) [43]
is applied to compare the distance of the distribution of instances with the ideal UD.
The U metric is then calculated using Equation 4.2, where δ denotes a 2D-descriptor
associated with an instance. This descriptor is defined as the two principal components
of each solution extracted after applying PCA to the combination of the instance
information plus the feature-descriptor, as detailed above. Moreover, the higher the U
score, the better. Thus, obtaining a score of 1 proves a perfectly uniform distributed
set of instances.
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(a) Default (b) MaP

(c) MiW (d) MPW

Figure 4.2 Distribution of the performance gap between the Default, MaP, MiW,
and MPW approaches and other solvers in the portfolio by considering the instances
generated for the former when running NSlsf . The X-axis scale varies from one sub-
figure to another to produce better visualisations of the bars in the plots. Therefore,
the differences between algorithms depend on the solver that is taken as a reference.

U(δ) = 1.0 − JSD(Pδ, UD) (4.2)

The set of instances generated by NSlsf scores U = 0.5883. It is crucial to note
that the U score is highly related not only to the number of instances generated, but
also, and even more importantly, to the ϕ factor used in NSls. When generating
instances with NSls, ϕ determines the importance of the performance and novelty
scores in the fitness of the instances (see Section 3.2). Lower ϕ values could tend to
generate datasets of instances considerably more spread out across the space since the
importance of the novelty score will be reinforced (see Equation 3.3). An in-depth
evaluation of the impact of ϕ in NSls is discussed in [90]. Section 5.2.1 replicates the
analysis for the TSP domain.
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Next, a quantitative analysis of the performance-gap is presented to answer question
number three of this experimental evaluation for NSlsf . This is done by relying on
the instances generated for each solver by NSlsf and the spread in the magnitude of
the performance gap as defined in Equation 3.2. Although NSlsf is not designed to
generate diversity in terms of this metric, the results prove that while a significant
number of instances have a relatively small gap between the performance of their target
and other solvers, it is possible to find instances that exhibit performance diversity as
well. The distributions of performance gap between instances are shown in Figure 4.2.
The x-axis represents the magnitude of the difference between the target solver and the
other (performance-gap), and the y-axis is the frequency with which the value appears;
i.e, the number of instances that exhibit a performance gap.

The distributions for every heuristic exhibit some multi-modal behaviour, and
even though the scores for a few instances reveal a performance-gap that is almost
negligible (close to zero), a large number of other instances obtain much higher
scores (> 6000) for the MaP and MiW solvers. Moreover, even though the low number
of instances obtained for Default and MPW could have affected the distribution when
compared to MaP and MiW, some diversity is evident as well. The fact that there
exists diversity in terms of the performance gap indicates that it is possible to train
ML classifiers to make use of the features of an instance to rank the solver that would
obtain the best performance metrics in a portfolio of interest.

4.1.2 NSls and Performance-based Descriptor

NSlsp is the abbreviation for the configuration of NSls when running to generate KP
instances that are diverse in the performance space, i.e., using a performance-based
descriptor to search for diversity. Similar to the previous evaluation, the method is
run 30 times for each of the four targets in the portfolio and then the instances are
combined into a single dataset. The parameter setting for NSlsp is identical to NSlsf ,
as detailed in Table 4.1.

In addition, once the experiments are completed, an analogous dimensionality
reduction procedure is applied to the resulting dataset. Thus, standardisation and
PCA are applied to the dataset, with the slight difference that, in this scenario, the
feature-based descriptor is exchanged with the performance-based descriptor.

Since NSlsp is designed to search for novelty in the performance space, it is more
convenient to evaluate the results in this space. Figure 4.3 illustrates the results, which
show that NSlsp was also able to generate four different clusters of instances, one
for each solver in the portfolio. Although the instances follow a pattern similar to
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Figure 4.3 PCA is applied to a dataset containing the performance descriptors plus the
instance information of all the instances generated by NSls when using a performance-
based descriptor to search for novelty. Blue points are the instances generated for
Default, orange crosses for MaP, green squares for MiW, and red pluses MPW.

Figure 4.1, note that in Figure 4.3 the instances are plotted over the performance space
rather than the feature space.

The space coverage was also calculated for NSlsp, yielding a score U = 0.6426. At
this point, the NSlsp U metric is not comparable with previous results from NSlsf since
the values are obtained in different spaces. However, since NSlsf provide diversity in
the performance space without explicitly requiring it, it is rather interesting to evaluate
both approaches, NSlsf and NSlsp, across spaces; i.e., to represent the instances
from each method in their counterpart search space. Section 4.1.3 is devoted to
that comparison. Although NSlsp still produces a different number of instances per
solver (490 instances for Default, 140 for MPW, 2080 for MaP, and 1850 MiW), the
ratio of unique instances is similar to the results from NSlsf at around 30 per cent of
the total amount (see Table 4.3 for more details) after 30 repetitions of the method
for each solver. In fact, NSlsp struggles even more than NSlsf to generate instances
for MPW, with only 140 instances after 30 repetitions. These results could provide
more insights into the limitations discussed above; i.e., the low number of instances
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for MPW could be related to the solver idiosyncrasy, and more generations of NSls or
even lower thresholds restriction may improve the results.

After that, the performance-gap between solvers is addressed. Designed to generate
instances that are biased to certain solvers, yet diverse in the performance space, NSlsp

is able to generate instances with diverse performance gaps. The results are shown in
Figure 4.4. Note that the distributions exhibit similar behaviour to NSlsf in Figure 4.2;
that is, every heuristic shows multi-modal behaviour and, despite a few instances
yielding an almost negligible performance gap (close to zero), a large number of other
instances obtain much higher scores (> 6000) for the MaP and MiW solvers. Even
though the performance-gaps in Figure 4.4 and Figure 4.2 are considerably similar,
NSlsp present the advantage of not defining and calculating a set of problem-dependent
features for every instance in each generation of the NSls execution. NSlsp only
considers diversity in the performance space and does not require any domain analysis
to extract and define a set of meaningful instance features. It therefore accelerates the
instance generation process.

4.1.3 Distribution of NSls in Foreign Spaces

Although choosing either a feature-based or performance-based descriptor significantly
impacts the design of the NSls, the results prove that NSlsf is able to generate a set
of diverse instances in the performance space, even though it is not designed with this
intention in mind.

As a consequence, it is completely reasonable to wonder to what extent the opposite
behaviour occurs; i.e., is NSlsp able to generate instances that are not only diverse in
the performance space, but in the feature space as well? Additionally, how do these
NSls approaches compare against a pure EA algorithm, such as [108], which only
considers the performance score ps (see Equation 3.2) to guide the search?

In order to address these questions, the opposite descriptor is calculated for each
instance, i.e., the performance descriptor is computed for each instance generated by
NSlsf , and the feature descriptor is calculated for each instance generated by NSlsp.
Thus, for every instance the information of both descriptors is available. Besides, a
base EA [108] is run 30 times to generate instances biased to the performance of each
heuristic in the portfolio. To provide a convenient representation of the instances,
previously created PCA models were applied to reduce the dimensionality and represent
the instances in both spaces. Furthermore, it is important to note that, since the
instances are evaluated in two different spaces, two PCAs were required, one per space:
feature and performance. The PCA models used in this evaluation were trained with
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(a) Default (b) MaP

(c) MiW (d) MPW

Figure 4.4 Distribution of the performance gap between the Default, MaP, MiW,
and MPW approaches and other solvers in the portfolio by considering the instances
generated for the former when running NSlsp. The x-axis scale varies from one sub-
figure to another to produce better visualisations of the bars in the plots. Therefore,
the differences between algorithms depend on the solver that is taken as a reference.

the data from Sections 4.1.1 and 4.1.2. Hence, the distribution of instances for each
NSls variation is evaluated in both their own and foreign spaces.

Figure 4.5 provides the representation of the instances in both spaces after applying
the different PCAs. Top figure represents the distribution of instances over the feature
space, while the bottom figure shows the distribution of the same instances over the
performance space. The colour and symbol codes used hereafter are blue dots for
NSlsf instances, orange crosses for NSlsp, and green squares for the standard EA.
Notice how the instances cover their own space more uniformly, while, in contrast,
they are grouped in the centre of their foreign space. This is not surprising since
NSls is designed to use each descriptor to find diversity in its own space. However,
this behaviour brings even more to light regarding the importance of the descriptors
in the execution of NSls. Even though the results from Section 4.1.1 indicate that
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(a) Feature Space

(b) Performance Space

Figure 4.5 Instance representation in a 2D space after applying PCAs to all instances
generated by both NSls approaches. The colours reflect the algorithm for instance
generation.

NSlsf is able to generate diverse instances in terms of performance gap to each other,
Figure 4.5b shows that, as expected, NSlsp still outperforms NSlsf in terms of diversity
in the performance space. Therefore, the descriptor must be selected conscientiously
based on the kind of diversity we want to achieve. Moreover, since the standard EA
algorithm tries to maximise the performance score ps (see Equation 3.2), the instances
generated by this algorithm are located in the centre of both spaces (green squares).
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Table 4.2 Space coverage using the U metric over the feature and performance spaces
for instances generated by NSls and a standard EA

Method Feature Space Performance Space
NSlsf 0.5883 0.4839
NSlsp 0.49885 0.6426
Standard EA 0.4234 0.3951

The expected behaviour of the standard EA is to converge the population of instances
to those regions that maximise ps regardless of their diversity. As a result, the set
of instances provided by the standard EA is very likely to contain many redundant
instances. This reasoning may explain the poor distribution of instances in the two
spaces.

In order to quantitatively evaluate the distribution of instances in both spaces, the
U metric (see Equation 4.2 is calculated for every method and space. Table 4.2 shows
the results. First, if considering U scores as a percentage of the space covered, note
how Standard EA poorly covers any space, not reaching even 0.50 of the total space.
These U values support the distributions of the standard EA instances in Figure 4.5.

Next, the U values for NSlsf and NSlsp in their respective search spaces corroborate
the distributions in Figure 4.5. NSlsf is able to reach almost 0.6 similarities with a
UD in the feature space while NSlsp reaches 0.6426 of performance space coverage.
Besides, for both methods, the U metric in the corresponding foreign space decreases
drastically, not even achieving 0.50 of coverage.

Table 4.3 details the number of instances generated per solver by NSlsf , NSlsp and
a standard EA [108] in the KP domain. In addition, the ratio of unique instances is
calculated based on non-duplicated 8D feature vectors (Uniques) and non-duplicated
4D performance vectors (Uniquep). Hence, even though NSlsf and NSlsp use different
search spaces, both methods can be compared in terms of unique instances in a fair
and more realistic way. The most interesting finding is that both methods score
similar values for each unique metric in both spaces. This is a completely unexpected
outcome that could probably lead to future lines of research in this work. Another
important finding is that the standard EA approach [108] is able to produce sets with
fewer duplicate instances (in terms of feature and performance descriptors) than NSls.
However, quantitatively (Table 4.2) and qualitatively (Figure 4.5), the results indicate
that the method is not able to cover as much space as NSls.
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Table 4.3 Summary of the instances generated per solver and the ratio of unique
instances for both NSlsf and NSlsp in the KP domain after 30 repetitions. Combined
refers to all instances generated by a method across all targets. Unique instances are
calculated based on non-duplicated 8D feature vectors (Uniques) and non-duplicated
4D performance vectors (Uniquep).

Method Target Total Uniques Uniquep

NSlsf

Default 720 0.31 0.36
MaP 2260 0.28 0.38
MiW 2090 0.31 0.38
MPW 220 0.40 0.40

Combined 5290 0.28 0.38

NSlsp

Default 490 0.36 0.38
MaP 2080 0.30 0.39
MiW 1850 0.31 0.38
MPW 140 0.56 0.40

Combined 4560 0.29 0.37

standard EA

Default 200 0.42 0.40
MaP 300 0.42 0.39
MiW 280 0.42 0.40
MPW 110 0.50 0.40

Combined 890 0.41 0.40

4.2 NSmo Experiments
NSmo is the multi-objective approach to generate diverse yet biased instances in
optimisation domains. The algorithm is also run to generate KP instances as well
using both previously mentioned descriptors: feature based (NSmof ) and performance
based (NSmop). In order to provide a proper comparison between NSls and NSmo,
most parameters remain identical to the NSls configuration provided in Table 4.4. The
only exception in this parameter configuration is the elimination of ϕ, which governs
the importance of ps and s in NSls (see Equation 3.3). It is not necessary for NSmo

since both objectives are optimised (maximised) simultaneously (see Section 3.3).
Due to the stochastic nature of NSmo, each configuration is run 30 times for each

of the four solvers in the portfolio and then the instances are combined in a single
dataset. Additionally, the same aforementioned standardisation and dimensionality
reduction (using PCA) is performed on the resulting dataset.
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Table 4.4 Parameter settings for NSmo, which evolves the diverse population of dis-
criminatory instances by means of a multiobjective approach.

Parameter Value
Knapsack items (N) 50

Weight and profit upper bound 1,000
Weight and profit lower bound 1

Population size 10
Crossover rate 0.8
Mutation rate 1 / (N × 2)
Generations 1,000

Portfolio Default, MaP, MPW, MiW
Repetitions (R) 1
Distance metric Euclidean Distance

Neighbourhood size (k) 3
Thresholds (ta, tss) 3.0

4.2.1 NSmo and Feature-based Descriptor

We denote NSmof as the novelty search multi-objective generator which uses a feature
descriptor to search for novelty. NSmof is run 30 times to generate KP instances that
are diverse in the feature space and biased to the performance of a specific solver in
the heuristic portfolio (see Table 4.4).

The instance distribution in the feature space after the dimensionality reduction
procedure is shown in Figure 4.6. Although some instances seem to slightly overlap
each other, note how NSmof is also able to generate four different clusters of instances,
one for each solver in the portfolio. In contrast to NSls, NSmo is capable of generating
larger sets of instances per run. After 30 repetitions for each solver in the portfolio,
NSmof generated 8,770 instances, while NSlsf only generated 5,290. Nonetheless, the
number of instances generated per solver seems to follow a similar pattern to the NSlsf

results; that is, NSmof was able to generate 870 instances for Default, 280 for MPW,
3420 for MaP, and 4200 for MiW after 30 repetitions of the method for each solver.
The number of instances for MPW is still considerably low when compared to other
solvers; in fact, NSmof was only able to generate 60 more instances for MPW and
150 for Default than NSlsf . Table 4.6 details the total amount and ratio of unique
instances generated for NSmop.

In light of the results from NSmof , we can reject the assumption that the single-
objective formulation of the instance generation problem may cause a low number
of instances for some solvers. However, it reaffirms how (1) the stochastic nature
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of the method, (2) the idiosyncrasy of each solver (making it easier or harder to
generate instances biased to their performance), (3) and the need for a specific NS
threshold adjustment (tss, ta) are crucial factors that may be addressed when creating
portfolios of algorithms. For instance, new approaches could consider the inclusion of
more sophisticated stopping criteria, such as the number of instances in the solution
set before ending the execution, rather than a certain amount of generations to be
performed by NSls or NSmo.

Figure 4.6 PCA is applied to a dataset containing the feature descriptors plus the
instance information of all instances generated by NSmo when using a feature-based
descriptor to search for novelty. Blue points are the instances generated for Default,
orange crosses for MaP, green squares for MiW, and red pluses for MPW.

Moreover, a quantitative evaluation of the space coverage is also provided by means
of the exploration uniformity (U) metric [53, 77]. The calculation of U is detailed in
Section 4.1.1.

The set of instances generated by NSmof scores similar space coverage to NSlsf ,
U = 0.5681. Since NSmo abandons the use of ϕ, it is only capable of generating a more
or less spread out set of instances by tuning the thresholds (ta, tss). Larger threshold
ratios will force the algorithm to consider instances with higher s scores, and therefore
a more diverse set of instances.
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(a) Default (b) MaP

(c) MiW (d) MPW

Figure 4.7 Distribution of performance gap between the Default, MaP, MiW, and MPW
approaches and other solvers in the portfolio by considering the instances generated for
the former when running NSmof . The x-axis scale varies from one sub-figure to another
to produce better visualisations of the bars in the plots. Therefore, the differences
between algorithms depend on the solver that is taken as a reference.

Then, a quantitative analysis of the performance-gap is also addressed for NSmof .
Figure 4.7 shows the distributions of the performance gap between instances for each
solver. The x-axis represents the magnitude of the difference between the target solver
and the other (performance gap) and the y-axis is the frequency with which the value
appears; i.e., the number of instances that exhibit said performance gap. The results
present similar patterns to the NSlsf results in Figure 4.2. Even though NSmof is not
developed to generate diversity in terms of this metric, the results prove that while a
significant number of instances have a relatively small gap between the performance of
their target and other solvers, it is possible to find instances that exhibit performance
diversity as well. The distributions for every heuristic exhibit similar behaviour to the
performance diversity of NSlsf . Even though a few instances have a performance gap
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that is almost negligible (close to zero), a large number of other instances obtain much
higher scores (> 6000) for MaP and MiW solvers.

4.2.2 NSmo and Performance-based Descriptor

In a similar manner, NSmop is defined as the multi-objective novelty search generator
using a performance-based descriptor to generate diverse, yet discriminatory, instances.
Moreover, NSmop was run 30 times to generate KP instances that are biased to
the performance of a specific solver in the heuristic portfolio. The same parameter
settings as in Section 4.2.1 were used (see Table 4.4). Figure 4.8 shows the instance
distribution over the performance space. The instances underwent the same procedure
applied in previous sections. To reduce the information to two principal components,
standardisation plus dimensionality reduction by means of PCA were applied to the
performance descriptor and the instance information. It is rather intriguing how NSmo,
and in this particular case NSmop, is able to find instances in several locations of
the space for specific solvers, while NSls was able to generate instances in certain
regions only; i.e., green squares representing instances for MiW in Figure 4.8 are
located in three differentiated clusters. A multi-objective formulation of the instance
generation problem may allow NSmo to discover relationships and instances that NSls

cannot. Apart from that, Figure 4.8 still accentuates the low number of MPW instances
generated. The set of instances generated after 30 repetitions per solver of NSmop

contains 10,460 instances. NSlsp was only able to generate 4,560 instances. Those
10,460 instances are divided into 670 instances for Default, 170 for MPW, 2220 for
MaP, and 7400 MiW. Table 4.6 provides more detail about the number of instances
produced for NSmop.

In order to evaluate the space coverage of NSmop, the U metric [53, 77] is also
calculated. Thus, in the current scenario, δ is defined as the two principal components
extracted from each instance after applying the aforementioned PCA model. NSmop

scores U = 0.5437, rather lower values than obtained by NSlsp with U = 0.6426. These
results may indicate that even though NSmop is able to generate more than twice as
many instances as NSlsp in the same number of executions, the NSlsp configuration
used in Section 4.1.2 is able to generate a set of instances that is more spread out in
the performance space.

The primary goal of using a performance-based descriptor is to generate instances
that are diverse with respect to the performance space. In order to address this, the
performance-gap of the instances generated by NSmop is presented. Figure 4.9 provides
the distributions of performance gap between instances for each solver. As before, the
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Figure 4.8 PCA is applied to a dataset containing the feature descriptors plus the
information on all the instances generated by NSmo when using a performance-based
descriptor to search for novelty. Blue points are the instances generated for Default,
orange crosses for MaP, green squares for MiW, and red pluses MPW.

x-axis represents the magnitude of the difference between the target solver and the
other (performance-gap), and the y-axis is the frequency at which the value appears; i.e,
the number of instances that exhibit such a performance gap. Once again, the method
is able to generate diversity with respect to the performance gap between solvers.
The distributions of values seem to follow a multi-modal distribution for each solver,
although it can be seen more clearly for MaP (Figure 4.9b) and MiW (Figure 4.9c).
In fact, NSmop is able to reach higher performance gap values, almost 17,500 for
MiW, than NSlsp, whose highest performance gap was lower than 12,000. In addition
to the higher number of instances generated per experiment, the considerably large
performance gap could be a point in favour of NSmop versus NSlsp.
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(a) Default (b) MaP

(c) MiW (d) MPW

Figure 4.9 Distribution of performance gap between the Default, MaP, MiW, and MPW
approaches and other solvers in the portfolio by considering the instances generated for
the former when running NSmop. The X-axis scale varies from one sub-figure to another
to produce better visualisations of the bars in the plots. Therefore, the differences
between algorithms depend on the solver that is taken as a reference.
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4.2.3 NSmo Distribution in Foreign Spaces

Similar to the analysis conducted in Section 4.1.3 on NSls approaches, this section is
devoted to evaluating NSmo approaches in their respective foreign spaces; i.e., how
well the instances from NSmof are distributed in the performance space and vice-versa.
The main question to answer here is: Can NSmo generate diverse instances in a space
that is not expected to, such as NSls? Moreover, both methods are compared to a
multi-objective EA which solves the instance generation problem as a multi-objective
optimisation problem with ps and s as the objectives to maximise. The algorithm
selected for this comparison is the well-known evolutionary algorithm NSGA-II [29].
NSmo is strongly based on the NSGA-II algorithm plus the addition of novelty search
components and procedures such as the archive of diverse solutions and solution set.

First, a dataset is created to contain all the instances generated by NSmof , NSmop,
and NSGA-II. Then, for each instance, the opposite descriptor is calculated; i.e., a
performance descriptor for the instances generated by NSmof , and a feature descriptor
for those generated by NSmop. Therefore, every instance in the dataset is defined
by both descriptors. For instances generated with NSGA-II, both descriptors are
calculated.

Next, each instance was reduced to two principal components by means of PCA.
Since the instances are evaluated in two spaces (feature and performance), a different
PCA model has to be applied for each space. Therefore, two PCA models are required
for this evaluation. Similar to the analysis performed in Section 4.1.3, we reuse the
PCA models trained in Section 4.2.1 and Section 4.2.2 to transform the instances into
their foreign spaces. For instance, the PCA model trained in Section 4.2.1 using NSmof

instances, is now used to transform instances generated by NSmop by means of the
recently calculated feature descriptor, and vice-versa.

Figure 4.10 presents the instances in both spaces after applying the different PCAs.
The top figure represents the distribution of instances over the feature space, while the
bottom figure shows the distribution of the same instances over the performance space.
The colour and symbol codes used hereafter are blue dots for NSmof instances, orange
crosses for NSmof , and green squares for NSGA-II. The results exhibit similar behaviour
to NSls when compared in foreign spaces; i.e., as expected, NSmof outperforms their
counterpart in terms of instance distribution in their own feature space, while NSmop

does the same in the performance space. In addition, 560 instances generated by
NSGA-II are almost imperceptibly located in the centre of both spaces. As a result
of considering the instance generation problem as a pure multi-objective optimisation
problem, the convergence of the algorithm results in the fact that the instances in
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(a) Feature Space

(b) Performance Space

Figure 4.10 Instance representation in a 2D space after applying PCAs to all instances
generated by both NSmo approaches. Colours reflect the algorithm for instance
generation.

the dataset are almost identical to one another. These results illustrate that even
though NSmo is able to generate diversity in both spaces (as discussed before in terms
of distribution and performance-gap), deciding which descriptor to use is crucial and
must be done conscientiously based on the expected characteristics of the instances.

Finally, it could be interesting to quantify the benefits of each method in terms
of space coverage. Table 4.5 summarises the U scores for each NSmo and NSGA-II
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Table 4.5 Space coverage using the U metric over the feature and performance spaces
for instances generated by NSmo and NSGA-II

Method Feature Space Performance Space
NSmof 0.5681 0.4206
NSmop 0.4541 0.5437
NSGA-II 0.3404 0.3465

algorithm over each space. The results support the conclusions drawn from Figure 4.10b.
NSmo exhibit a similar behaviour as NSls in Section 4.1.3. Interestingly, NSls obtains
higher U scores in every space when compared to its analogue NSmo version. In
addition, it seems that addressing the KP instance generation problem from a single-
objective formulation benefits the space coverage. In fact, the comparison of pure
evolutionary algorithms demonstrates that a standard EA (U = 0.4234 in the feature
space, and U = 0.3951 in the performance space) outperforms NSGA-II (U = 0.3404
in the feature space, and U = 0.3465 in the performance space) in both spaces.

Table 4.6 Summary of the instances generated per solver and the ratio of unique
instances for NSmof , NSmop and NSGA-II in the KP domain after 30 repetitions.
Combined refers to all instances generated by a method across all targets. Unique
instances are calculated based on non-duplicated 8D feature vectors (Uniques) and
non-duplicated 4D performance vectors (Uniquep).

Method Target Total Uniques Uniquep

NSmof

Default 870 0.24 0.17
MaP 3420 0.23 0.31
MiW 4200 0.26 0.35
MPW 280 0.35 0.29

Combined 8770 0.24 0.30

NSmop

Default 670 0.30 0.35
MaP 2220 0.26 0.34
MiW 7400 0.24 0.30
MPW 170 0.35 0.36

Combined 10460 0.23 0.30

NSGA-II

Default 100 0.19 0.14
MaP 210 0.2 0.14
MiW 210 0.2 0.14
MPW 40 0.63 0.4

Combined 560 0.22 0.16
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Table 4.6 details the number of instances generated per solver by both NSmo variants
in the KP domain. The ratio of unique instances is calculated based on non-duplicated
8D feature vectors (Uniques) and non-duplicated 4D performance vectors (Uniquep).
It seems that the larger sets of instances generated by NSmo variants come at the
cost of more redundant instances (when compared by descriptors). NSGA-II results,
apart from the MPW discriminatory instances, are considerably lower than any NSmo

variant not only in terms of unique ratios but also the total amount of instances.
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4.3 Comparison between NSls and NSmo

The previous sections were devoted to evaluating each of the methods proposed in
Chapter 3 with different instance descriptors. Now, NSls and NSmo are compared to
each other to evaluate whether one method gives better results in terms of instance
distribution, or if it might be beneficial to construct an ensemble of the two approaches.
In order to evaluate both methods, two datasets are created, one named features dataset,
with instances generated by NSlsf and NSmof , and the other named performance
dataset, with instances from NSlsp and NSmop executions. Afterwards, each dataset was
processed using the standardisation and dimensionality reduction procedure described in
the preceding sections. Similar to Sections 4.1.3 and Section 4.2.3, different PCA models
were applied to each dataset based on the instance descriptor. For instance, the features
dataset was processed using a PCA model to reduce the feature-based descriptor and
the instance information from each instance to two principal components. An analogous
process was used for the performance dataset with a PCA for the performance-based
descriptor plus the instance information. Figure 4.11 shows the distribution of instances
from each method over the feature space. While the left side provides the traditional
representation used in this chapter, the right side shows the representation of instances
in terms of filled cells of the space. The space is divided into a grid of 25 × 25 cells,
as done when calculating the exploration uniformity (U) metric. Next, the number
of cells filled by each method, NSlsf and NSmof , is calculated. For example, a cell is
considered filled by a method if at least one instance is located inside the cell. The
right side of Figure 4.11 provides a graphical representation of this calculation in the
feature space.

Black designates the cells filled only with instances generated by NSlsf , green cells
are those filled only by NSmof , and pink represents the cells that are filled by instances
from both algorithms. The white cells are those which are not filled by any method.
Furthermore, in terms of filled cells, NSlsf was able to fill 69 cells, NSmof 109, and an
ensemble of both methods filled 130 cells. It seems that an ensemble approach could
be slightly beneficial in terms of space coverage. In fact, the filled-cells calculation
procedure reveals that there is only an overlap of 48 cells between NSls and NSmo.

Alternatively, Figure 4.12 provides similar results for the performance dataset.
Following the previous procedure, the performance space was also divided into a grid
of 25 × 25 cells and a similar filled-cells counting procedure was applied. The results
indicate that NSlsp filled 60 cells in a 25x25 performance space, NSmop 98 cells, and
the ensemble of NSlsp and NSmop methods 118 cells. Moreover, the overlap of filled
cells between NSlsp and NSmop is quite similar to before, with 40 cells.
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(a) Feature space distribution (b) Feature space overlap

Figure 4.11 Instances generated for different NS algorithms represented in the same
feature space. The left-hand side represents the distribution of instances where blue
dots represent the instances from NSlsf and orange squares for NSmof . The right-hand
side represents cells filled by each method in the 25 × 25 grid obtained from all the
information available. Black cells are only filled with instances from NSlsf , green cells
are only filled by NSmof , and pink represents those cells that are filled by instances
from both algorithms. White cells are those which are not filled by any method.

In conclusion, it seems that constructing an ensemble of both algorithms could
reinforce instance generation. On the one hand, NSls provides slightly better results in
terms of U scores and instance distribution across spaces. On the other hand, NSmo

is able to generate larger sets of instances per execution with U scores close to NSls.
For that reason, and considering the low overlap exhibited in Figures 4.11 and 4.12,
balancing the generation of instances for the KP domain between the linear-weighted
NS and the multi-objective NS may improve the results in terms of space coverage,
instance distribution and amount of data.
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(a) Performance space distribution (b) Performance space overlap

Figure 4.12 Instances generated for different NS algorithms represented in the same
performance space. The left side represents the distribution of instances, where blue
dots represent the instances from NSlsp and orange squares for NSmop. The right
side represents cells filled by each method in the 25 × 25 grid obtained from all the
information available. Black cells are only filled with instances from NSlsp, green cells
are only filled by NSmop, and pink represents the cells that are filled by instances from
both algorithms. White cells are those which are not filled by any method.

4.4 Summary
The main objective of this chapter is to assess the extent to which Novelty Search can
be used to generate diverse but discriminatory instances for the KP with respect to a
portfolio of solvers. In particular, two major variants of an NS algorithm were considered:
NSls, which uses a weighted combination of performance and diversity to drive the
evolution of instances, and NSmo, which solves the problem by optimising performance
and diversity simultaneously to drive the evolution of instances. At the same time, each
variant can be used with two instance descriptors: feature-based or performance-based.
The results revealed that both NS methods were able to provide competitive results in
terms of coverage of both spaces. However, as expected, each descriptor was able to
perform better in its own space. Besides, a portfolio of four deterministic heuristics
specially designed for the KP domain was considered for generating instances. However,
previous work has demonstrated the application of an EA-based portfolio for the same
domain [90]. One of the main advantages of the methods proposed is that a set of
diverse and discriminatory instances is returned in a single run. In contrast, existing
methods in the literature, as previously stated [2, 108, 122], need to be run repeatedly
to generate multiple instances, given that the EAs often converge to a single solution;
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furthermore, there is no guarantee that repeated runs will deliver unique solutions.
To evaluate that, the results from the NS methods were compared with standard EA
approaches, like those proposed by Plata et. al [108] for NSls and NSGA-II for the
multi-objective variant NSmo.

Finally, several experiments were conducted with both NS approaches not to only
provide a quantitative and qualitative evaluation of the diversity of the instances
generated with respect to the feature space of the KP instances and the performance
space of the solvers for the KP, but also to evaluate the potential of constructing an
ensemble of both methods to boost the quality of the results.



Chapter 5

Generating instances for the TSP
domain

5.1 Background
The Travelling Salesman Problem (TSP) is arguably the most well-known NP-hard
combinatorial optimisation problem [40]. The TSP has been studied in depth in
academic and real-world scenarios due to the multiple applications and variants that
can be derived from the core formulation [20, 71, 84]. Some real-world applications
of TSP variants are computer and printed circuit board (PCB) wiring [133], vehicle
routing (such as Garbage Collection or Unmanned Aerial Vehicles) [71, 103], clustering
a data array or job-shop scheduling without intermediate storage [7, 80]. In the present
thesis, the TSP domain evaluated is the Symmetrical Travelling Salesman Problem.

Definition 3 Given a set of N nodes or vertices G and their pairwise distances D to
each other, such as D(i, j) = D(j, i) and D(i, i) = 0, the goal is to find the shortest
tour T that starts and ends at a pre-defined node and visits every other node exactly
once.

D is a distance matrix that stores the distances between each pair of nodes (i, j) ∈ G.
Figure 5.1 shows a real-world example of a TSP instance, where the goal is to travel
across Italy visiting each location once. The right side provides the shortest tour T

that solves the problem.
Switching from one domain to another requires redefining several concepts. For

instance, how the instances are represented in memory, which metric is used to calculate
the performance score ps, or what descriptor the NS should consider to compute the
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Figure 5.1 (a) An example of a symmetrical TSP instance with N = 20 nodes on the
map of Italy. The right side (b) provides the optimal solution to the instance. The
graphics are obtained from [56].

sparseness s of a given instance during the evolutionary process. The literature
on feature extraction has proposed several descriptors for a TSP instance [9, 122].
However, the experimental evaluation for the TSP is primarily focused on demonstrating
the domain-switching capabilities of the methods by means of performance-based
descriptors. Therefore, the calculation of s for a TSP instance is similar to the previous
examples for the KP domain when running NSlsp or NSmop (see Sections 4.1.2 and 4.2.2
respectively).

Moreover, although the TSP is a sequence or permutation-based problem, an
instance of the TSP can be stored in memory similarly to a KP instance. Figure 5.2
shows the representation of a TSP instance in memory. Equivalent to Figure 3.3,
the pairs (wi, pi) have been replaced for pairs of (xi, yi) coordinates where each pair i

represents the spatial location of the ith-node of the instance.

Figure 5.2 TSP Instance Representation as Stored in Memory (Genotype).

Computing the performance score ps also requires some adjustments for the new
domain. In the KP domain, ps is calculated by means of Equation 3.2, using a metric
based on the profit obtained by the solvers for a certain instance (see Section 3.1.2).
On the other hand, even though we can reuse the same formulation to calculate ps in
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Algorithm 6: Greedy TSP Heuristic
Input : N , M

1 sort_egdes(M);
2 T = ∅; while |tour| ≠ N do
3 e = select_shortest_edge(M);
4 if e is valid then
5 T = T ∪ {e} ;
6 end
7 end
8 return T ;

the TSP domain, defining a new solver-performance metric is necessary. Thus, profit
is replaced by a new metric known as Inverse Tour Length (IL). The IL metric is
calculated as:

IL = 1.0
L

(5.1)

where L is the tour length that a solver obtains for a certain TSP instance.
As a result, ps for the TSP is calculated using Equation 5.2. tIL is the Inverse Tour

Length achieved by the target algorithm while oIL is the set of IL scores obtained by
the remaining solvers in the portfolio.

ps = tIL − max(oIL) (5.2)

5.1.1 Portfolio of Solvers for the TSP Domain

An important difference with respect to the parameter settings for the KP domain
lies in the portfolio of solvers. There is a rich literature of algorithms for the TSP
domain which goes from exact solvers such as Dynamic Programming, to heuristics
and meta-heuristics [8, 33, 102, 111, 139]. However, most of those solvers are more
computationally complex than the KP heuristics in the previous portfolio, resulting in
considerably larger run times when evaluating instances. Hence, to reduce the duration
of the runs, the new portfolio contains three well-known TSP heuristics [8, 102]. First,
we have a Greedy heuristic that constructs a tour for a TSP instance by progressively
selecting the shortest edge and adding it to the tour. However, in order to include a
new edge to the tour, it must not create a cycle with fewer than N edges (where N is
the number of nodes to visit in the instance), visit any node more than once or insert
the same edge twice. Algorithm 6 outlines the Greedy heuristic for the TSP.
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Algorithm 7: 2-Opt TSP Heuristic
Input : N , M

1 T = create_initial_tour(M);
2 while improve do
3 for i = 0 to N − 1 do
4 for j = i + 1 to N do
5 T ′ = 2_opt_swap(T , i, j);
6 if T ′ < T then
7 T = T ′;
8 end
9 end

10 end
11 end
12 return T ;

Algorithm 8: 2-Opt Swap Operator
Input : T , i, j

1 T ′ = ∅;
2 T ′[0 : i] = T [0 : i];
3 T ′[i + 1 : j] = reverse(T [i + 1 : j]);
4 T ′[j : N − 1] = T [j : N − 1];
5 return T ′;

We then consider two variants of the 2-Optimal (2-Opt) heuristic [8, 23, 102]: the
standard 2-Opt (2-Opt) and a Nearest-Neighbour 2-Opt (NN2-Opt). 2-Opt is a local
search-based heuristic that attempts to make local improvements to pre-existing tours.
For instance, from a previously created tour T , the 2-Opt heuristic removes two edges
and reconnects the two paths. Note that a new connection would be considered valid if
and only if it does not create two disjoint cycles with fewer than N edges and the new
tour T ′ is shorter than T . The algorithm continues making that modification until no
improvements are found.

Algorithms 7 and 8 outline the 2-Opt heuristics for the TSP and a swap operator
to reconnect the new paths created.

The only difference between 2-Opt and NN2-Opt algorithms lies in the construction
of the initial tour T before running the 2-Opt local search. The standard 2-Opt
algorithm creates an initial tour T by randomly selecting the order of the nodes to visit.
After that, 2-Opt is applied on T . Similarly, NN2-Opt, creates T by running another
TSP heuristic, the Nearest Neighbour (NN) heuristic [8, 102]. NN is a straightforward
heuristic that from the start node, creates a tour T by selecting the nearest not
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visited node until |T | = N − 1, then it returns to the starting point. The portfolio
is constructed in such a way that we can evaluate whether the method is able to
differentiate both 2-Opt variants from each other and the Greedy Heuristic. Previous
work in the KP domain using a portfolio of different EA configurations proves that the
method is able to find distinct instances for each configuration [90], even though only
one parameter is changed from one configuration to another. Hence, the question is
whether a different initialisation process in a 2-Opt heuristic is enough to distinguish
between the two solvers.

5.1.2 Parameter Tuning

Table 5.1 Parameter settings for NSls, which evolves the diverse population of discrim-
inatory instances for the TSP.

Parameter Value
Number of nodes (N) 50

(x, y) coordinates minimum values 1
(x, y) coordinates maximum values 100

Population size 10
Crossover rate 0.8
Mutation rate 1 / (N × 2)
Generations 1,000

Portfolio Greedy, 2-Opt, NN2-Opt
Repetitions (R) 1
Distance metric Euclidean Distance

Neighbourhood size (k) 5
ϕ 0.0, 0.15, 0.30, 0.40, 0.50, 0.60, 0.70, 0.85, 1.00

Thresholds (ta, tss) 1e-06

In terms of parameter settings, both NS algorithms are configured similarly to those
in previous sections. Table 5.1 summarises the parameter values for both methods.
Note that the threshold values tss and ta are updated to the new domain as well.
New values are necessary since we are using a performance-based descriptor and a
reformulated ps calculation procedure (see Equation 5.2), which results in considerably
lower ps values.
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Figure 5.3 Instance representation in a 2D space after applying PCAs to all instances
generated by NSlsp using different ϕ values. Colours and symbols reflect the ‘winning‘
solver for each instance. Blue dots are the instances generated for 2-Opt, orange
crosses represent instances produced for Greedy, and green squares are the instances
for NN-2-Opt.

5.2 Generating TSP Instances with NSlsp

5.2.1 Impact of ϕ on NSlsp for the TSP Domain

Following similar evaluations performed for the KP in previous work [90], let us now
consider the impact of ϕ in the distribution of the instances across the performance
space. A total number of nine different values are selected for ϕ from a wide range
of values, such as ϕ ∈ {0.0, 0.15, 0.3, 0.4, 0.5, 0.6, 0.7, 0.85, 1.0}. Note that ϕ = 0.0 will
eliminate the ps from the calculation of the fitness in NSlsp (see Equation 3.3), and
ϕ = 1.0 does the same for s. NSlsp was run 30 times for each of the three solvers
and for every different ϕ value. Thus, NSlsp performed 810 independent executions
to generate different sets of TSP instances, and then the results were combined in a
single dataset.
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Figure 5.3 shows the distribution of all instances across the performance space
after applying a dimensionality reduction procedure. Similarly to the KP domain, the
dimensionality reduction procedure consists of standardising the information of the
TSP instances and then reducing them to just two principal components by means of
PCA. It is important to note that, for the TSP domain, PCAs are trained using only the
performance of each solver over the instances. It is rather interesting to see how NSlsp

is able to separate the two main solvers in the portfolio. Although 2-Opt and NN-2-Opt
could be considered the same algorithm at their core (since they actually are), the
initialisation procedure gives them different flavours of the same heuristic and, in fact,
they do perform differently, as we will see. Even though Figure 5.3 shows all ϕ-sets of
TSP instances, Appendix B.1 includes a separate plot for each ϕ-set which illustrates
the same behaviour. Referring back to the question of whether a distinct initialisation
procedure would be enough to differentiate the two 2-Opt methods, the results may
indicate that it is not. Even though the initialisation generates different initial tours
T , it seems that it has not had enough impact on the performance diversity of the
algorithm to generate instances clearly located in different regions of the performance
space, i.e., both approaches provide the same performance when solving instances
located in the same region. However, a more in-depth parameter tuning in NSlsp could
lead to better separation of the instances in diverse clusters.

Figure 5.3 shows how a cluster of instances for 2-Opt flavoured solvers is clearly
differentiated from the instances generated for the Greedy algorithm. Even though
there is no separation between the two, this may be a result of setting considerably low
threshold values tss and ta, which could have included instances in the solution set that
have low novelty values. However, low threshold values such as 1e-06 for NSlsp are
necessary, since it relies on the new ps formulation (see Equation 5.2), which generates
considerably smaller performance scores than the KP domain formulation.

Moreover, to genuinely evaluate the impact of ϕ on the distribution of instances
over the space, we must evaluate the instances based on exploration uniformity (U). To
do this, the dataset is divided into nine subsets, each containing instances generated
with one of the ϕ values tested. Then, the U metric is calculated for every subset.
Similarly to the KP domain, the space defined by the limits of the combined dataset
is divided into a grid of 25 × 25 cells, after which the number of instances in each
cell is counted. The rest is calculated as described before. Table 5.2 summarises the
total number of instances generated after running NSlsp 30 times per solver and the ϕ

value, as well as the U metric for each ϕ value as well as the combined set of instances.
Note how, as expected, there exists an inverse correlation between the performance
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Table 5.2 Summary of the instances generated per solver, performance space coverage
in terms of the U metric, the total amount of instances generated and the ratio of
unique instances for NSlsp when setting different values for ϕ.

ϕ 2-Opt Greedy NN-2-Opt Total Uniquep U
0.00 187 196 200 583 0.7975 0.5900
0.15 348 308 290 946 0.8097 0.6147
0.30 624 536 579 1739 0.9465 0.6016
0.40 769 483 783 2035 0.9769 0.5737
0.50 694 426 588 1708 0.9900 0.5397
0.60 511 272 479 1262 1.0000 0.4937
0.70 427 284 499 1210 0.9958 0.4929
0.85 575 407 594 1576 0.9987 0.4738
1.00 339 265 404 1008 0.9970 0.4733
Combined 4474 3177 4416 12067 0.9558 0.5859

space coverage and ϕ. The larger ϕ becomes, the less space is covered by the resulting
set of instances. In fact, Pearson’s Correlation Coefficient [73] (r) between ϕ and U
score is r = −0.9234, an almost perfect negative linear relationship between the two
variables. Moreover, Figure 5.4 not only shows the relationship curve between these
variables, it also illustrates the ratio of unique instances generated between the different
sets of instances. Here, unique instances are calculated based on non-duplicated 3D
performance descriptors (Uniquep). We use the ratio of unique instances rather than
just the total amount of unique instances to fairly compare sets of different sizes. Also
interesting is the behaviour of the unique instances in the TSP domain when evaluated
against ϕ. Although one may intuitively think that higher ϕ values would tend to
produce fewer unique instances per run, r = 0.8313 indicates that there exists a strong
positive correlation between ϕ and the ratio of unique instances that NSlsp produces
for this portfolio in the TSP domain. This metric increases as ϕ does, reaching its
maximum value when ϕ = 0.6 with a set of 1,262 unique instances. From these data,
we can extract the following conclusions for the behaviour of NSlsp in this scenario: (1)
as ϕ increases, NSlsp is prone to produce sets of instances that tend not to uniformly
cover the performance space, (2) counter-intuitively, the results suggest that higher ϕ

values can produce fewer redundant sets based on the genotype of the instances (see
Figure 5.2). Moreover, for this scenario, it seems that ϕ values within the range 0.3 to
0.4 may produce the best sets of instances in terms of a trade-off between U and the
ratio of unique instances. With respect to the number of instances generated, although
there exists a slight variation in the number of instances for different ϕ settings, there
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Figure 5.4 Relationship between ϕ settings for NSlsp and generated TSP instances, the
U scores (blue dots), and the ratio of unique instances (red crosses) generated in the
resulting set of instances.

is no noticeable dissimilarity in the total instances generated for each of the three
solvers in the portfolio, as is the case of MPW in the KP domain.

In terms of performance gap differences, Figure 5.5 presents the distributions
between each solver in the combined dataset. Notice how there do indeed exist
differences in the magnitude of the performance gap among the instances generated for
the 2-Opt solver variants (see Figures 5.5a and 5.5c). Besides, 2-Opt solvers show slight
differences in performance even for Greedy instances (Figure 5.5b). It is important
to note that the performance gap for the TSP domain is based on the IL metric (see
Equation 5.1). Thus, the difference values on the X-axis are rather lower than in the
KP domain. This thus proves that, similar to the previous work in the KP domain [90],
the method is able to generate not only diverse but also biased instances even for
different configurations or variants of the same core solver.

For more detail about the distribution of instances over the performance (such as
Figure 5.3), as well as the performance gap histograms, for every other ϕ-subset of
instances, refer to the Appendix B of this thesis.
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(a) 2-Opt (b) Greedy

(c) NN-2-Opt

Figure 5.5 Distribution of performance gap between the 2-Opt, Greedy, and NN-2-Opt
approaches versus other solvers in the portfolio by considering all ϕ-generated instances
for the former when running NSlsp for the TSP domain. The x-axis scale varies
from one sub-figure to another to better display the bars in the plots. Therefore, the
differences between algorithms depend on the solver that is taken as a reference.
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5.3 Generating TSP Instances with NSmop

Table 5.3 Parameter settings for NSls, which evolves the diverse population of discrim-
inatory instances for the TSP.

Parameter Value
Number of cities items (N) 50

(x, y) coordinates minimum values 1
(x, y) coordinates maximum values 100

Population size 10
Crossover rate 0.8
Mutation rate 1 / (N × 2)
Generations 1,000

Portfolio Greedy, 2-Opt, NN2-Opt
Repetitions (R) 1
Distance metric Euclidean Distance

Neighbourhood size (k) 5
Thresholds (ta, tss) 1e-06

In order to exemplify the domain transition in both methods, NSmop is run 30 times
per solver to generate different subsets of TSP instances. Then, as before, the instances
are combined into a single dataset. The parameter setting for NSmop is summarised in
Table 5.3. Note that the difference with the NSlsp configurations is the removal of ϕ.

Figure 5.6 shows the distribution of the instances over the performance space. In
contrast to the NSlsp results in Figure 5.3 or any other figure in Appendix B, the
distribution of instances from NSmop over the performance space exhibits behaviour
that is difficult to classify properly. Apart from two distinct clusters of NN-2-Opt
instances located in the lower right and upper left corners of the space, most instances
are intermingled within a cluster in the lower left corner. Even though throughout
this thesis we have used the same dimensionality-reduction technique (with the aim
of producing the fairest possible comparison), perhaps more complex techniques may
be more suitable for this scenario. We should also mention that while NSlsp was
only able to generate instances for 2-Opt solvers that are located in the same region
of the space, NSmop was able to find several drastically different instances for both
solvers. In terms of the number of instances generated per method, NSmop produced
487 instances for 2-Opt, 410 for Greedy, and 2,582 for NN-2-Opts after 30 runs of the
method for each solver. NSmop generated more than half of the instances generated by
NSlsp for the NN-2-Opts solver after completing the ϕ parameter tuning evaluation
from Section 5.2.1, while obtaining a similar amount of instances to most ϕ − NSlsp
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Figure 5.6 Instance representation in a 2D space after applying PCAs to all the instances
generated by NSmop. The colours and symbols reflect the ‘winning‘ solver for each
instance. Blue dots are the instances generated for 2-Opt, orange crosses Greedy, and
green squares are the instances for NN-2-Opt.

configurations for 2-Opt and Greedy. The U metric is calculated for NSmop following
the same procedure described before in this thesis. NSmop scores U = 0.5702, providing
better results than five out of nine NSlsp configurations from Section 5.2.1, in particular,
those using ϕ values in the range 0.5 to 1. However, NSlsp may still be preferable
based on the better distribution over the performance space.

Finally, Figure 5.7 shows the performance gap distribution between solvers. Note
that despite the poor instance distribution over the performance space, there exists
slight diversity in terms of the performance gap between the instances generated
by NSmop. However, NSlsp seems to obtain more diverse instances based on the
performance gap. Nevertheless, there is one interesting outcome from NSmop results in
the TSP domain: the instances generated for NN-2-Opt. NSmop obtained instances
for NN-2-Opt that are really noteworthy, not only in terms of the large number of
instances generated, but also the particular distribution over the performance space.
While NSlsp grouped the instances from 2-Opt type solvers, NSmop was able to find
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(a) 2-Opt (b) Greedy

(c) NN-2-Opt

Figure 5.7 Distribution of performance gap between the 2-Opt, Greedy, and NN-2-Opt
approaches versus other solvers in the portfolio by considering the instances generated
for the former when running NSmop for the TSP domain. The x-axis scale varies
from one sub-figure to another to better display the bars in the plots. Therefore, the
differences between algorithms depend on the solver that is taken as a reference.

distinctive characteristics for instances that are diverse and yet biased to the NN-2-Opt
solver performance. Perhaps a more in-depth parameter tuning evaluation of NSmop

can provide better results in terms of instance distribution and performance diversity
for other solvers as well.

Finally, Figure 5.8 illustrates the overlap between the two methods in a 25 x 25
grid over the performance space. It is also important to note that a combination of
the two methods does not produce better space coverage values (U = 0.5725), with an
unnoticeable difference from NSmop (U = 0.5702).
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Figure 5.8 Instances generated by different NS algorithms are represented in the same
performance space. The cells filled by each method in the 25 × 25 grid are obtained
from all the information available. Black cells are only filled with instances from NSlsp,
green cells are only filled by NSmop, and pink represents the cells that are filled by
instances from both algorithms. White cells are those which are not filled by any
method.

5.4 Summary

This chapter demonstrates the generalisation capability of the NSls and NSmo

methods. In particular, the performance-based descriptor approaches of these methods
might allow researchers to easily switch domains.

What emerges from the results reported here is that both methods are able to
generate discriminatory instances for a portfolio of TSP solvers. The results from
experimenting with NSlsp suggest that the method is able to differentiate the two
primary solvers in the portfolio: Greedy and 2-Opt-based solvers. Strong evidence of
that behaviour is presented in Figure 5.3, which provides a representation of multiple
NSlsp runs where the only difference is the value of ϕ to calculate the fitness of
the instances. Although the instances are located very close to each other, two
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well-differentiated clusters appear in the plot: a cluster of Greedy instances and
another with 2-Opt instances. The lack of space between clusters may be indicative of
the adjustments in the ps calculation and lower threshold values required to obtain
discriminatory instances.

Turning now to the space coverage evaluation of the instances, we note some
interesting findings. Previous work on the KP domain [90] suggested that there is a
strong correlation between ϕ and the space coverage regarding U . In fact, the results
from Section 5.2.1 confirm that finding by generalising the above fact to another domain
of application. Table 5.2 and Figure 5.4 show that larger ϕ values tend to generate less
spaced sets of instances for the TSP domain. Interestingly enough, the larger coverage
is obtained when ϕ = 0.15 instead of ϕ = 0.0, as may be expected.

It should be noted that there are significant differences in the location of the instances
over the performance space between NSlsp and NSmop. While NSlsp exhibits a clear
separation between sets of instances, NSmop shows a more disordered representation.
There is a large cluster of instances in the left-hand side of the space which contains
a combination of Greedy and 2-Opt-based-solver instances. However, there are two
well-separated clusters of instances for NN-2-Opt. This means that NSmop is able
to identify other patterns in the performance space that NSlsp cannot. Note how
Figure 5.8 illustrates the overlap and differences between both methods over the
performance space.

Regarding the diversity in terms of the performance gap, the results (see Fig-
ure 5.5 and 5.7) indicate that even with the IL metric, both methods are able to
generate diversity in terms of the performance gap.





Chapter 6

DIGNEA: A Diverse Instance
Generator with NS and EAs

6.1 Contribution
This chapter introduces the DIGNEA framework, a Diverse Instance Generator with
Novelty Search and Evolutionary Algorithms. DIGNEA is a C++ software program that
has been developed to facilitate the generation of diverse and discriminatory instances
for optimisation domains for the research community. The software is a generalisable
C++ framework that is simultaneously capable of generating a set of instances that are
diverse with respect to different search spaces (features or performance descriptors from
Section 3.1.1) and that exhibit discriminatory but diverse performance with respect to
a portfolio of solvers, where diversity, in this case, refers to variation in the magnitude
of the performance gap. To achieve this, DIGNEA utilises NSls and NSmo as its
main components to evolve instances for any optimisation domain. A DIGNEA run
requires specifying a domain, a portfolio of solvers, defining a descriptor, and a target
algorithm belonging to the portfolio for whose performance the instances will be biased.
Thus, a user would typically run DIGNEA once for each target algorithm in their
chosen portfolio. As a result, a single DIGNEA run can potentially generate multiple
instances that are diverse with respect to either features or performance and, at the
same time, better suited to the chosen target in comparison to any other algorithm in
the portfolio. Note that due to the stochastic nature of the methods, it is possible for
some executions to result in an empty set of instances. The software not only has been
used in a previous work [90], but also in [92].
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It is worth mentioning at this point that DIGNEA is offered as a C++ project
to build with CMake 1 from a Github repository. However, in order to facilitate the
user experience, it is also distributed as a Docker image so it can be easily ported
to different platforms. The image contains all the dependencies and source code of
DIGNEA 2.

The remainder of this chapter is divided as follows. First, the motivation behind the
development of DIGNEA is discussed. Then, an in-depth description of the software is
provided by detailing the architecture and functionalities of DIGNEA. After that, an
illustrative example of how to configure, run, and what type of results one can expect
from DIGNEA is provided. Finally, the impact, conclusions, and future lines of work
on the software are discussed.

6.2 Motivation

While most of the work in the field has focused on generating difficult instances in
different domains [95, 106, 120], recent research has focused on generating instances
that are maximally discriminative with respect to a portfolio of solvers proposed for a
specific domain; for instance, maximising the performance gap between a target and
other solvers for the Bin Packing Problem, Travelling Salesman Problem (TSP) and
Knapsack Problem (KP) domains [2, 9, 66, 108]. However, most of these approaches do
not include explicit mechanisms to generate instances that are diverse with respect to
the feature space – they focus only on generating instances that are diverse with respect
to solver performance. The work of Smith-Miles does attempt to generate space-filling
instances, i.e., in unexplored regions of the feature space, but it only generates ten
instances per run and needs to be repeatedly run at each point in the space where an
instance is required. By contrast, alternative proposals intended to generate instances
across domains rely on instances that can be solved by any solver in the portfolio [141],
or even on a completely random generation process by drawing values from statistical
distributions [30, 47, 106, 115, 128, 130].

DIGNEA is a generalisable C++ framework that is capable of either generating
instances that are diverse with respect to a feature-space defined by a user, or of
generating instances that are diverse with respect to a performance vector relating to a
pre-defined portfolio, which implicitly also promotes diversity in the feature space. On

1https://cmake.org/.
2The Docker image can be accessed through: https://hub.docker.com/r/dignea/dignea

https://cmake.org/
https://hub.docker.com/r/dignea/dignea
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the other hand, generating diverse instances with respect to the performance vector
defines the performance space of the portfolio used. The set of performance values
with respect to a user-pre-defined portfolio is known as its performance descriptor.
Unlike the feature descriptor, the performance descriptor of an instance is completely
dependent on the algorithms that shape the portfolio.

A DIGNEA run requires the specification of a target algorithm belonging to the
portfolio. A single run generates multiple instances that are diverse with respect to
either features or performance and, at the same time, better suited to the chosen target
in comparison to any other algorithm in the portfolio. Therefore, a user would typically
run DIGNEA once for each target algorithm in their chosen portfolio.

6.3 Software Description
DIGNEA is written in modern C++ combining template-based types with creational
design patterns that allow users to extend the framework to their needs.

6.3.1 Software Architecture

Interconnections between DIGNEA types, classes, and modules are defined by in-
heritance, a common approach in optimisation software [81]. AbstractSolver is
the main algorithm interface for defining new algorithms across the entire framework.
Moreover, Problem is a class which collects the necessary information to define any
optimisation problem for which the user may want to generate instances. It allows
users to define different solution representations via template parameters. To solve a
problem, a solution must be defined. Solution is a template class that represents
a typical solution for an optimisation problem. It includes the variables (genotype)
and the objective values (phenotype) of a given solution for a particular problem.
Since DIGNEA covers a range of pre-defined solution types, defining one’s own custom
solution type might be optional.

Search is used to create ad-hoc improvement methods to generate new solutions
from a starting set of solutions. This type gives users the opportunity to create Memetic
Algorithms [34], a category of EAs that includes domain-specific knowledge via custom
operators such as local searches. To improve the user experience in DIGNEA, two
creational design patterns were considered in its design: builders and factories. Builders
are used to instantiate algorithms, experiments, Evolutionary Instance Generator (EIG),
and Multi-objective Evolutionary Instance Generator (MOEIG) algorithms. Note that
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Figure 6.1 Relationship of DIGNEA main components for instance generation. Red
rectangles with dotted lines represent those classes that must be extended to specify
new domains. At the same time, green rectangles with dashed lines refer to the custom
types for the KP or TSP domain. Yellow rectangles with straight lines are the base
types used in DIGNEA that users do not necessarily need to modify.

EIG and MOEIG are the class-name equivalences for NSls and NSmo respectively.
Factories allow variation operators and other components of algorithms to be created
on the fly.

From the previous building blocks, EIG, AbstractDomain, AbstractInstance,
as well as two NS descriptor types, NSFeatures and NSPerformance were written.
EIG, and MOEIG are the main instance generation components of DIGNEA. They
implement different NS approaches to generate sets of diverse and discriminatory in-
stances for any optimisation problem. EIG implements the NSls algorithm described in
Section 3.2, and MOEIG is based on the multi-objective approach NSmo from Section 3.3.
AbstractDomain defines an instance generation domain for both generators, EIG,
and MOEIG. Concretely, it defines a domain to generate instances for an optimisation
problem P that has been previously defined in DIGNEA (an object of class Problem).
Note that to generate instances for a domain, the optimisation problem itself P must
be defined in order to solve the instances during the evolutionary process of EIG and
MOEIG. AbstractInstance is a solution in the AbstractDomain domain, i.e., it
represents an instance for the optimisation problem P . It includes all the information
to construct an actual instance for optimisation problem P .
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Figure 6.1 shows the relationship among the main instance generation components
in DIGNEA. For example, to instantiate an object of type EIG or MOEIG, users
must specify the following components: an NS descriptor type, such as NSFeatures
or NSPerformance, created through factory NSFactory; a domain to generate
instances for (AbstractDomain), such as KPDomain; the representation of an
instance (AbstractInstance), such as KPInstance; and a portfolio of algorithms
for which instances are going to be produced (AbstractSolver), such as EA or
Simulated Annealing (class SA).

Classes AbstractDomain and AbstractInstance are completely dependent
since they may include ad-hoc operations, specific attributes, and a particular rep-
resentation. Therefore, to specify a new domain in DIGNEA, users must define at
least:

1. An optimisation problem Problem

2. A specific domain AbstractDomain

3. The representation of an instance of the problem AbstractInstance.3

Colour codes and different types of lines in Figure 6.1 reflect the inheritance and
extension needs in DIGNEA. Red rectangles with dotted lines represent the base classes
that must be extended to specify new domains. Those in green with dashed lines are
the custom types for the domains provided with the framework, and yellow rectangles
with straight lines are the base types that users do not necessarily have to modify.

6.3.2 Software Functionalities

The principal contribution of DIGNEA is to offer to researchers fully generalisable
software to generate instances in any optimisation domain. These instances could be
then used for instance space representation, instance characterisation via hand-designed
features, automate designed features, algorithm design and selection, or even parameter
tuning evaluation for algorithms across domains. Moreover, since the generation of
a set of instances involves the resolution of those instances with several algorithms,
DIGNEA could also be used as an optimisation framework to separately validate the
instances generated.

The software is not only extendable from the domain point of view, but also from the
portfolio and novelty search descriptors. From the portfolio perspective, even though

3To see the full documentation and examples of DIGNEA, check the documentation at Github:
https://dignea.github.io/.

https://dignea.github.io/
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the software is mainly conceived to use EAs, any other non-EA algorithms could also
be included. The current version of DIGNEA includes the following components for
instance generation:

• Solvers: Evolutionary Algorithms (EA objects), such as First Improve, Gen-
erational, Steady-State and Parallel Generational [89]; a Simulated Annealing
approach (SA), four deterministic heuristics for the KP (KPHeuristics), as
well as three deterministic heuristics for the TSP (TSPHeuristics).

• Novelty Search descriptor types: Novelty-Search by Features (NSFeatures) and
Novelty-Search by Portfolio Performance (NSPerformance).

• Domains: Knapsack Problem (classes KPDomain, KPInstance and KP), Trav-
elling Salesman Problem (classes TSPDomain, TSPInstance and TSP).

• Builders and Factories: EIGBuilder, a builder of EIG and MOEIG objects to gen-
erate instances; EABuilder, a builder of EA configurations; NSFactory, an NS
descriptor factory; CXFactory, a crossover operator factory; MutFactory, a
mutation operator factory; and a parent selection operator factory SelFactory.

• An instance printer class to generate domain-dependent instance files using the
insertion operator.4 This operator must be defined when creating a new domain
through the extension of class AbstractDomain.

Regarding the NS descriptors, NSFeatures allows searching for diversity in a
pre-defined feature space of the domain. Thus, users must define the set of features
that characterise an instance in the domain and how to compute them inside the
classes extending the AbstractDomain. Alternatively, NSPerformance searches
for diversity in the portfolio performance space. Here, we search for instances that are
diverse with respect to the performance of the solvers without considering any other
information. NSPerformance is a suitable option for domains where the features are
difficult to define or computationally expensive to calculate. It is relevant to remark
that considering the above NS descriptors, diversity can be calculated using three
different distance metrics: Euclidean, Manhattan, and Hamming. For further detail,
refer to the NS proposal [79].

The evolutionary process performed in DIGNEA to generate instances with either
EIG or MOEIG is detailed in Figure 6.2. Once the specific domain and the portfolio of

4C++ documentation: https://en.cppreference.com/w/cpp/io/basic_ostream/
operator_ltlt2

https://en.cppreference.com/w/cpp/io/basic_ostream/operator_ltlt2
https://en.cppreference.com/w/cpp/io/basic_ostream/operator_ltlt2
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Figure 6.2 Program flowchart of an instance generation process in DIGNEA.

solvers are configured, the evolutionary process begins. First, a random population
of instances is created and evaluated. After that, for G generations, the instances
are evolved by following the classical EA scheme. The variation operators (crossover
and mutation) are applied before evaluating all the instances with each algorithm in
the portfolio. After solving all instances with each algorithm in the portfolio, the
performance score ps, novelty score s, and a fitness value, if necessary, must be assigned
to each instance. For example, when running EIG)Here we use the term fitness from
the evolutionary computation field to define how suitable an instance is at a specific
point during the evolutionary process. Particularly, the fitness is calculated as a linear
weighted combination of two values: the performance score and the novelty score (see
Equation 3.3). However, as described in Section 3.3, MOEIG does not uses a fitness
value to generate diverse and discriminatory instances. Instead, ps and s are treated
as separate objectives to maximise. For more detail about the calculation of ps and s,
refer to Section 3.1.2 and 3.1.1. Also, note that the pseudo-code for the evaluations
and other procedures of EIG and MOEIG are detailed in Chapter 3.
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// Portfolio configuration
auto reps = 1;
vector<unique_ptr<AbstractSolver>> portfolio;
portfolio.push_back(make_unique<Default>());
portfolio.push_back(make_unique<MPW>());
portfolio.push_back(make_unique<MaP>());
portfolio.push_back(make_unique<MiW>());

// KP instances parameters
auto upperBound = 1000;
auto instanceSize = 100;

// EIG Parameters
auto generations = 1000;
auto nInstances = 10;
auto cxRate = 0.8;
auto mutRate = 1.0 / instanceSize;
auto multiobjective = false;
auto phi = 0.85;

// Novelty Search parameters
auto threshold = 3;
auto k = 3;
auto distance = make_unique<Euclidean<float>>();

// Domain
auto domain = make_unique<KPDomain>(instanceSize, 1, nInstances,

1, upperBound, 1, upperBound);

Figure 6.3 Parameter settings for a DIGNEA run

6.4 Illustrative Example
In this section, an example of how DIGNEA can be used to generate instances in the
KP domain is provided. The example illustrates the software configuration, execution
and results to obtain sets of instances similar to those analysed in Chapter 4. To do
so, we only need to define the parameters for the domain, the portfolio of solvers, and
the particular NS descriptor to run the experiment. The documentation available at
the Github repository5 provides complete tutorials tp create new domains, algorithms
and run instance generation experiments.

Notice that to simplify the example, some template parameters and other irrelevant
code have been omitted.

5The Github repository of DIGNEA can be accessed through: https://github.com/DIGNEA/
dignea.

https://github.com/DIGNEA/dignea
https://github.com/DIGNEA/dignea
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unique_ptr<EIG> generator =
EIGBuilder::create(multiobjective)

.toSolve(move(instKP))

.with()

.weights(phi, 1.0 - phi)

.portfolio(portfolio)

.repeating(reps)

.withSearch(NSType::Features, move(distance), threshold, k)

.with()

.crossover(CXType::Uniform)

.mutation(MutType::UniformOne)

.selection(SelType::Binary)

.withMutRate(mutRate)

.withCrossRate(cxRate)

.populationOf(nInstances)

.runDuring(generations);

generator->run(); // Runs EIG to generate KP instances

auto instances = generator->getResults(); // Collect the results

Figure 6.4 C++ source code fragment to generate KP instances in DIGNEA

In our example, we are using a portfolio of four deterministic KP heuristics [108]
to evolve KP instances based on the performance of those solvers. The portfolio is
defined as a C++ vector of unique pointers to AbstractSolver objects. Note that
the order in which the vector is populated is extremely important. The solver in the
first position, i.e., Default, located at position zero in the vector, will be considered
as the target solver, and therefore the instances generated will be tailored so this
solver outperforms the remaining solvers in the portfolio when solving those particular
instances. Figure 6.3 illustrates the creation of the KP heuristic portfolio and another
parameter setting to run the example. Considering the KP domain, we set the number
of items in the instances to N = 50, and the bounds wi, pi∀i ∈ N to be in the range
[1, 1000]. Note that the size of the instance must be set twice as large as the expected
outcome. For instance, if we want to generate KP instances with N = 50 items, the
instance size defined for EIG or MOEIG must be 100. The reason behind this decision
is based on how the instances are represented in memory when evolved in DIGNEA.
For the KP domain, item i is separated into wi and pi so the recombination and
mutation operators can act on profits or weights independently, instead of modifying
the entire item at the same time. For more detail, refer to Figure 3.3 and Section 3.1.1.
Another important parameter to consider is the multi-objective boolean flag passed
to EIGBuilder. This parameter determines whether EIGBuilder will create an
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instance of EIG or MOEIG. For instance, in this example the value is false, meaning
the algorithm created is an EIG instance. Moreover, the number of objectives for
the domain must be set accordingly. This restriction is related to the inner creation
of objects of type AbstractInstance and how the evaluation process differs from
EIG and MOEIG. For example, when working with EIG, the number of objectives for
domains, such as KPDomain, must be set to one. Each domain may define the different
parameters required for a proper configuration of the environment. However, every
domain must initialise the expected parameters for an AbstractDomain, which are
the following: dimension (N as twice as much of the actual instance size), number of
objectives, and the number of constraints (usually zero). Apart from that, KPDomain
requires the definition of the number of instances to generate (same value as the
population size of EIG), lower and upper bounds for the weights and profits of the
items in the instances. Therefore, Figure 6.3 line 28 defines a KP domain where:

• The dimension of the instances for EIG is set to 100, generating KP instances
with N = 50 items.

• The number of objectives is set to 1. We are using EIG.

• The number of instances to generate is equal to 10.

• The bounds (low, up) for each weight in the resulting instances are: (1, 1000).

• The bounds (low, up) for each profit in the resulting instances are: (1, 1000).

After that, we use EIGBuilder to create a unique pointer to an EIG object with
all the configuration required to generate a set of instances for the KP domain. Notice
that EIGBuilder facilitates the initialisation process by using the necessary factories,
i.e., withSearch uses the NSFactory type to create a new NS descriptor object of
type NSFeatures with the remaining arguments. The above is illustrated in the
fragment of C++ code shown in Figure 6.4. This source code fragment shows that
the builder pattern is used to create a unique pointer to an EIG object. The methods
are self-explanatory. Calling the method run starts the evolutionary process, and the
method getResults provides the set of instances at the end of the execution.

Figure 6.5 shows a Javascript Object Notation (JSON) file generated from the
experiment detailed in this section. The JSON files usually contain all the information
from the algorithm such as EIG, the domain (KPDomain in our example), and a set
of solutions. The set contains the set of diverse instances generated by the EIG. Each
instance contains its novelty score, performance score, fitness, and actual instance
information. It may also contain its feature values if defined.
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{ "algorithm": {
"portfolio": [
{ "isTarget": true, "name": "Default KP"
},
{ "isTarget": false, "name": "MPW KP"
},
{ "isTarget": false, "name": "MaP KP"
},
{ "isTarget": false, "name": "MiW KP"
}

],
(...) // Other relevant information
"set": {

"0": { // First instance
"novelty": 6938.35498046875,
"features": {

"Q": 23678.0,
"avg_eff": 0.7300000190734863,
"max_p": 991.0,
"max_w": 985.0,
"mean": 538.2100219726563,
"min_p": 8.0,
"min_w": 48.0,
"std": 298.83905029296875

},
"fitness": 116.80326843261719,
"n_vars": 100, // Inst. definition starts here
"capacity": 23678,
"profits": [

// 50 integers, one for each p_i
],
"weights": [

// 50 integers, one for each w_i
]

},
(...) // More instances
,
"n_solutions": 37,

},
}}

Figure 6.5 JSON file with the results from the instance generation experiment. This
type of file is directly provided by DIGNEA.

Applying a simple data analysis procedure of scalarisation and dimensionality
reduction can provide a clear visualisation of the instances produced, as demonstrated
through the entire Chapter 4.
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6.5 Impact
Since the ASP was defined back in 1976, researchers have struggled to address this
computationally expensive problem. Traditionally, solving the ASP for a domain
involves at least a three-step procedure. First, we start by generating and gathering a
large number of instances to generate a dataset. Then, after defining a portfolio of
solvers, a considerably expensive computational experiment is required, i.e., solving
each instance in the dataset with every solver in the portfolio. Thereafter, a selection
mechanism must be applied to associate each instance to the solver that yields the best
performance. This process is very time-consuming and prone to human mistakes when
switching from one step to the next. Besides, in most cases, the instance generation
process is performed randomly and is not guaranteed to be representative of the domain
or emphasise the strengths/weaknesses of the solvers.

DIGNEA was designed to facilitate this process by combining the previous three
steps into one single procedure. The workflow of the software not only ensures that the
instances generated are correctly labelled to the best-performing solver in the portfolio,
but it also allows researchers to define how diverse they want the instances to be with
respect to one another. Moreover, the modular and template-based architecture of
DIGNEA provides researchers a straightforward way to switch domains and include
their own solvers. Although DIGNEA allows the one-step instance generation process
to be simplified, the above is still a computationally expensive task. The solvers in the
portfolio and the number of repetitions to perform on each generation must be selected
carefully. From our own experience, running DIGNEA with EAs and a large number of
evaluations to perform may involve several days, if not weeks, of computational work.
However, the software supports MPI parallelism of the experiments and, as a result,
it can be run in HPC systems to speed-up the process. For instance, DIGNEA has
been deployed and executed correctly in various HPC systems such as Archer26 and
TeideHPC.7

DIGNEA can be of great assistance to gain more insight into problems, their
instances, and how these instances share the feature and performance spaces with
the aim of better designing them. Furthermore, DIGNEA can be applied to pursue
new research questions, for example, about instance space representation, instance
characterisation via hand-designed features, automate designed features, algorithm
design and selection, or even parameter tuning evaluation for algorithms across domains.

6Archer2 website: https://www.archer2.ac.uk/
7TeideHPC website: https://teidehpc.iter.es/

https://www.archer2.ac.uk/
https://teidehpc.iter.es/
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6.6 Conclusions and Future Lines of Work
The main objective of this chapter is to present the software DIGNEA, a Diverse
Instance Generator with Novelty Search and Evolutionary Algorithms. DIGNEA is
defined using generic types and a modular architecture to facilitate its extension to
other domains and portfolios. Although the current version of the software contains
the required types for generating instances for the KP and TSP domain, work is in
progress to include more domains, such as Bin-Packing or the Menu Planning Problem.
The functionalities of DIGNEA have been widely proven in the previous chapters of
this thesis. Results have shown that it is able to generate better instances with respect
to space coverage, novelty, and fitness [90] in comparison to previous approaches that
only considered the generation of random instances to maximise the performance gap
among solvers [108, 128]. Furthermore, the software has been released as open source
to the research community [92].

Moreover, future lines of work on DIGNEA may include performance optimisation
to speed-up the generation process, and interfacing the C++ framework with Python
libraries to not only promote the use of other scientific libraries in the process, but
also to reach a wider audience that may not be comfortable with C++ programming.
Moreover, a pure Python re-implementation of DIGNEA could be also considered;
however, the viability of this line in terms of computational performance must be
studied.





Chapter 7

Conclusions

Generating sets of instances is a common task among computer scientists in the
optimisation field. Traditionally, statistical or random methods have been applied
to produce hard-to-solve instances or ‘benchmarks’ that can be used to analyse the
strengths and weaknesses of state-of-the-art algorithms in the field. Recently, numerous
proposals in the field of instance generation have focused on applying evolutionary
methods such as EAs for biased instance generation. However, most do not consider
diversity a relevant factor, thus producing high-redundant sets of instances and poor
coverage of the instance spaces. As discussed in Chapters 1 and 2, producing instance
sets that are as diverse as possible is desirable in many contexts, not only in the
analysis of state-of-the-art algorithms. The early stages of this thesis focused on one of
those contexts, the ASP, and soon realised the importance of the instance generation
process in the optimisation domains.

The aim of this thesis was to investigate the generation of diverse but also discrim-
inatory instances in optimisation domains by means of (1) proposing NS methods to
generate diverse and discriminatory instances with respect to a portfolio of solvers, (2)
evaluating the impact of problem formulation in the resulting set, (3) evaluating its
generalisation across optimisation domains and (4) developing open-source software
in C++ to facilitate the application of the methods to other researchers in the field.
Furthermore, this thesis tried to bring attention to the generation of diverse and dis-
criminatory instances and somehow bridge the gap between the two traditional trends
in the literature: the generation of pure diverse instances without even considering
the performance of different algorithms, and the generation of hard-to-solve instances
for state-of-the-art solvers that tend to produce homogeneous sets of instances. The
methods proposed in this thesis are able to take advantage of the best of both worlds
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and thus produce diverse sets of instances for which one solver outperforms others in a
portfolio.

7.1 Key Results
This section is devoted to answering the research questions presented in Chapter 1 and
to discussing other important findings from the experimental assessments presented in
Chapters 4 and 5.

• Question 1: To what extent can a Novelty Search algorithm be used
to generate diverse and discriminatory instances that aim to provide
uniform coverage of the descriptor space for a portfolio of algorithms?
The experimental evaluation addressed in this thesis was designed to evaluate the
extent to which NS methods can be applied to generate diverse and discriminatory
instances. Although most of the work is focused on the KP domain, Chapter 5
also provided some insights into the TSP domain. As a result of this research,
two major NS algorithms are proposed: NSls and NSmo. The former uses
a fitness function that drives the evolutionary process, which consists of a
linear combination of novelty s and performance ps scores using a weighted-sum
aggregation, while the latter introduces a multi-objective methodology where each
objective is optimised simultaneously. In addition to the above, a deeper level of
instance evaluation was introduced: the instance descriptors. Two descriptors
are considered: a feature-based and a performance-based descriptor. In the KP
domain, the features descriptor is built with a set of eight features. On the other
hand, the performance-based descriptor is defined as an M -dimensional vector
with the average performance of each solver considered in a portfolio of size M .
Therefore, there are four NS methods in total: NSlsf , NSlsp NSmof , and NSmop.

Throughout Chapters 4 and 5 of this thesis, both NS methods (NSls and NSmo)
and descriptors have been evaluated to generate diverse and discriminatory
instances for KP and TSP domains. The results from this thesis, in conjunction
with previous works [87, 90], suggest that both are able to succeed in this task,
although there are a few limitations. First, both methods contain a significant
number of parameters that can take on a vast range of different values, making
the parameterisation of the algorithms considerably more difficult when switching
domains or descriptors. Another important finding is the unexpectedly low scores
in terms of unique instances in the KP domain (see Tables 4.3 and 4.6). This
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finding was also reported in previous work [87], where the mean unique instance
ratio remains around 30 per cent. However, for the TSP domain, the analysis
of the impact of ϕ shows that NSlsp is able to produce sets of instances with
extremely low levels of redundancy for ϕ > 0.3. Finally, even though a standard
EA approach (such as [108]) seems to produce sets with higher unique ratios
than NSls variants, both NS variants outperformed these approaches in the
KP domain in terms of space coverage U (covering larger areas of the features
and performance spaces) and performance gap(see Table 4.2). By contrast,
NSmo variants outperformed the NSGA-II algorithm to generate diverse and
discriminatory instances in both unique instances (in terms of Uniques and
Uniquep) and space coverage U (see Table 4.5).

• Question 2: How diverse are the instances evolved for each target with
respect to the performance gap, i.e., the magnitude of the difference
between the performance of the winning solver and the remaining
solvers in the portfolio?
One of the most interesting outcomes from the experimental evaluation of this
thesis is the diversity in terms of the performance gap. The first signs of
diversity with these metrics appeared when evaluating a portfolio of EAs in
the KP domain [90]. Throughout Chapters 4 and 5, several figures provided
a quantitative analysis of the performance gap distribution for each run. It is
important to bear in mind that the distribution of values depends on the portfolio
and the metric used to evaluate it. For instance, KP results from Chapter 4
present significantly larger values than results from the TSP domain, Chapter 5,
due to different metrics; i.e., profit versus IL. Moreover, note that it is much
more difficult to generate discriminatory instances for the two heuristics MPW
and Def than for MaP and MiW in the KP domain. It is not clear whether
this is due to the fact that these heuristics are intrinsically weak compared to
the other two, and hence there are very few cases in which they outperform the
other methods, or whether the algorithm fails to locate them. Even though such
behaviour must be expected in NSlsp and NSmop, results from NSlsf , NSmof

and [90] reveal that the methods are able to generate instances that are diverse
in terms of the performance difference when using a feature-based descriptor as
well. A likely explanation is that searching for diversity in the feature space may
produce different descriptors, and therefore instances, which tend to be easier or
harder to solve for a solver.
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• Question 3: To what extent can a Novelty Search algorithm using
either feature or performance descriptor provide useful information of
the opposite search space? Are the Novelty Search methods with a
performance descriptor able to uniformly distribute the instances in
the feature space and vice versa?
In sections 4.1.3 and 4.2.3, we evaluated the capabilities of NSls and NSmo to
provide useful information about the foreign space, with respect to the descriptor
utilised in each run. Moreover, each method was compared with a standard
EA method as a base model; i.e., [108] for NSls and an NSGA-II for NSmo.
In addition, we provide qualitative and quantitative results of the distribution
of instances across both spaces for each method. In Section 4.1.3, Figure 4.5
illustrated that while [108] clustered all the instances in the centre of both
spaces, NSlsf and NSlsp were able to better distribute the instances in their
respective spaces. Moreover, Table 4.2 demonstrates that each NSls method
outperforms its opponents in their ‘own’ space with respect to the U metric; i.e.,
NSlsf scored U = 0.5883 in the features space while NSlsp reached U = 0.6426
in the performance space. Besides, [108] obtained significantly lower coverage
values in both spaces. Additionally, Section 4.2.3 presents an identical analysis
for NSmo approaches. Results from Figure 4.10 and Table 4.5 exhibited similar
behaviour to NSls. Interestingly enough, although NSmo was able to generate
larger sets of instances per run, neither method was able to score better coverage
values than NSls. NSmof scored U = 0.5681 and NSmop scored U = 0.5437 in
their respective spaces. This behaviour could be an indication that the NSmo

may require an in-depth parameter tuning evaluation to generate slightly more
spread sets of instances. Furthermore, in this evaluation, NSGA-II scored even
lower coverage values than [108], with U < 0.35 in both spaces.

• Question 4: To what extent can the formulation of the instance gener-
ation problem impact the resulting sets of instances? In other words,
are there substantial differences in diversity, space coverage and the
total number of instances in the sets generated per run between a
Novelty Search method using a single-objective approach and a Multi-
objective-based Novelty Search algorithm?
There are some interesting outcomes that can be drawn from the experimental
evaluation in Chapter 4. First, while the NSls approach was able to generate
more diverse sets of instances in both spaces, NSmo was able to create larger ones.
However, NSmo coverage scores are still competitive when compared with NSls.
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Section 4.3 provides a direct comparison between NSls and NSmo approaches in
both spaces. The results revealed that each method was able to explore different
regions of the spaces. Thus, even though there exists a slight overlap, they
could be complementary. Figures 4.11 and 4.12 show that an ensemble of both
approaches was able to cover more of the space than any individual method and
that each one contributes towards the final collection. Therefore, there is value
in using an ensemble approach. Finally, we could not conclude that the problem
strongly benefits from one or another approach, but that a combination of both
methods is desirable. However, in light of the results, we may suggest using
NSls when more diverse sets are required, and NSmo when the total amount of
instances is more important. Besides, these results are only applied to the KP
domain and should not be extrapolated to all domains

• Question 5: To what extent can Novelty Search methods be generalised
to other optimisation domains when relying on performance-based
descriptors?
The methods presented here are generalisable to any combinatorial optimisation
domain; particularly, by using NSlsp or NSmop, which does not require an
intensive problem domain analysis and is a much more straightforward method in
comparison to NSlsf and NSmof . To illustrate this, Chapter 5 demonstrated the
application of both NSlsp and NSmop methods in the TSP domain. The TSP is a
well-known domain for which several feature descriptors have been proposed [9, 10,
122]. However, some of these features can be difficult or computationally expensive
to calculate. For this reason, it is a suitable domain to evaluate the ability to
generalise of the NS methods presented here. We evaluated both methods using
a portfolio of three TSP heuristics to create TSP instances with 50 nodes. The
results demonstrated that NSlsp was not only able to proficiently differentiate
the two principal heuristics (Greedy from 2-Opt types) in the portfolio (see
Figure 5.3), but it also obtained similar coverage scores and performance gap
diversity to the KP domain. By contrast, NSmop was not able to group the
instances per solvers like NSlsp. Figure 5.6 shows how most of the instances
are located in the left bottom of the performance space, with small clusters of
NN-2-Opt instances in the right and top areas. Nevertheless, NSmop was able to
obtain competitive results in terms of space coverage U and performance gap
diversity. Furthermore, Figure 5.8 illustrated that, since there exists a clear
difference between both methods, an ensemble could provide some benefits in
terms of space coverage and diversity. In conclusion, the methods proposed here
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can be applied to more domains than just the KP. The results from Chapter 5
demonstrated that both methods are able to produce high-quality results when
using a performance-based descriptor. Besides, we encourage the application of
these descriptors to facilitate a much more straightforward transition to other
domains. However, if time and computational resources are no object, defining a
feature descriptor could also be desirable.

Another interesting outcome from the research in this thesis is the correlation
between ϕ and the space coverage U in NSlsp. This behaviour was previously invest-
igated in the KP domain with NSlsf and an EA-based portfolio [90]. Section 5.2.1
corroborates the findings from [90], i.e., larger ϕ values tend to create less diverse sets
of instances. In fact, Figure 5.4 shows a strong negative correlation between ϕ and U .
Pearson’s Correlation Coefficient (r) supports that statement with r = −0.9234.

7.2 Future Work
In terms of future work, there are several interesting lines that may be addressed. First,
both NSls and NSmo only consider the performance difference between two solvers
when calculating the performance score ps of an instance, target and the maximum
performance among others. Future work can be directed towards updating the ps

calculation to consider more than one solver, such as [12]. Therefore, the performance
score will reflect the difference between all solvers in the portfolio instead of between
the target solver and the best solver among others. Second, other interesting lines of
research can include evaluating the NS methods with diverse portfolios and generating
larger instances.

We have collected many KP instances as a result of the experimental evaluation
performed over these years. Hence, future work may include the design of Machine
Learning models to solve the ASP in the KP domain. Moreover, this work may
benefit from the previously mentioned lines. Obtaining instances with various sizes and
biased to different solvers, more than just deterministic heuristics and EAs [90], could
potentiate the ability to perform algorithm selection by providing new augmented
datasets to train machine-learning-based classifiers.

Considering the software DIGNEA, future work may be directed to include new
domains such as the BPP and new solvers to existing and new domains. Therefore,
we aim to extend the capabilities of the software to facilitate the application of the
methods to the research community. In addition, performance optimisation to speed
up the generation process, and interfacing the C++ framework with Python libraries
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to reach a wider audience that may not be comfortable with C++ programming are
other interesting projects.

Finally, another future line of research is to transfer the methods to a real-world
problem. This thesis started investigating the Menu Planning Problem in school
cafeterias from Tenerife [88, 91]. We considered a novel constrained multi-objective
formulation for the MPP, where the cost of the menus and the level of repetition are
the two objectives that have to be minimised simultaneously. Moreover, some studies
suggest that the MPP can be reduced to a MDKP problem [116]. However, there are
slight differences in terms of the instances between KP and MPP. An instance in the
MPP is represented by a set of meals prepared with one or more ingredients (each
ingredient has a collection of nutritional facts), which has an associated cost. Besides,
the amount of ingredients required to prepare a meal also affects the final cost. Since
it is impossible to create ingredients that do not exist in the real world, there are
fewer options to evolve diverse instances in the MPP domain. The main alternatives
are to (1) initialise the instances with meals from previously collected recipes and
evolve them by changing the amount of each ingredient, and (2) create custom meals
with ingredients extracted from specialised databases such as FoodData 1 or Food
Composition Data 2. Furthermore, the formulation of the MPP domain in DIGNEA
may also introduce a domain-specific set of constraints to avoid undesirable outcomes.

7.3 Publications Resulting from the Research of
this Thesis

The following journal articles and conference papers, listed in chronological order, were
published during the period of study resulting in this thesis.

7.3.1 Journal Articles

• Marrero, A., Segredo, E., León, C. and Hart, E. 2023. DIGNEA: A Tool to
Generate Diverse and Discriminatory Instance Suites for Optimisation Domains.
SoftwareX 22.

• Marrero, A., Segredo, E., León, C. and Segura, C. 2020. A Memetic Decomposition-
Based Multi-Objective Evolutionary Algorithm Applied to a Constrained Menu
Planning Problem. Mathematics 8, 1-18.

1https://fdc.nal.usda.gov/
2https://www.efsa.europa.eu/es/microstrategy/food-composition-data
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7.3.2 International Conferences

• Marrero, A., Segredo, E., Hart, E., Bossek, J., and Neumann, A. 2023. Generating
diverse and discriminatory knapsack instances by searching for novelty in variable
dimensions of feature-space. In Proceedings of the Genetic and Evolutionary
Computation Conference (GECCO ’23). Association for Computing Machinery,
New York, NY, USA, 312–320.

• Marrero, A., Segredo, E., León, C., and Hart, E. 2022. A Novelty-Search Approach
to Filling an Instance-Space with Diverse and Discriminatory Instances for the
Knapsack Problem. In Parallel Problem Solving from Nature – PPSN XVII: 17th
International Conference, PPSN 2022, Dortmund, Germany, September 10–14,
2022, Proceedings, Part I. Springer-Verlag, Berlin, Heidelberg, 223–236.

• Marrero, A., Segredo, E., and León, C. 2021. A parallel genetic algorithm to
speed up the resolution of the algorithm selection problem. In Proceedings of
the Genetic and Evolutionary Computation Conference Companion (GECCO
’21). Association for Computing Machinery, New York, NY, USA, 1978–1981.

• Marrero, A., Segredo, E., and León, C. 2019. On the automatic planning of
healthy and balanced menus. In Proceedings of the Genetic and Evolutionary
Computation Conference Companion (GECCO ’19). Association for Computing
Machinery, New York, NY, USA, 71–72.

7.3.3 Spanish National Conferences

• Marrero, A., Segredo, E. and León, C. 2018. Combinación De Computación
Evolutiva Y Aprendizaje Automatizado En La Resolución De Problemas De
Optimización. In XVIII Conferencia de la Asociación Española para la Inteligencia
Artificial (CAEPIA 2018): Avances en Inteligencia Artificial. 23-26 de octubre
de 2018 Granada, España, Asociación Española para la Inteligencia Artificial
(AEPIA), 1361-1366.
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Appendix A

Deterministic KP heuristics

A.1 Default KP Heuristic

Algorithm 9: Default KP Heuristic
Input : Q, N , X

1 q = 0;
2 p = 0;
3 x = ∅;
4 i = 0;
5 while q ≤ Q and i ≤ N do
6 if Xiw + q ≤ Q then
7 x = x ∪ {i} ;
8 q = q + Xiq ;
9 p = p + Xip ;

10 end
11 i = i + 1;
12 end
13 return x, p, q;
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A.2 Maximum Profit KP Heuristic

Algorithm 10: Maximum Profit (MaP) KP Heuristic
Input : Q, N , X

1 q = 0;
2 p = 0;
3 x = ∅;
4 X = sort_by_profit_reverse(X);
5 i = 0;
6 while q ≤ Q and i ≤ N do
7 if Xiw + q ≤ Q then
8 x = x ∪ {i} ;
9 q = q + Xiq ;

10 p = p + Xip ;
11 end
12 i = i + 1;
13 end
14 return x, p, q;
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A.3 Maximum Profit per Weight KP Heuristic

Algorithm 11: Maximum Profit per Weight (MPW) KP Heuristic
Input : Q, N , X

1 q = 0;
2 p = 0;
3 x = ∅;
4 X = sort_by_efficiency(X);
5 i = 0;
6 while q ≤ Q and i ≤ N do
7 if Xiw + q ≤ Q then
8 x = x ∪ {i} ;
9 q = q + Xiq ;

10 p = p + Xip ;
11 end
12 i = i + 1;
13 end
14 return x, p, q;
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A.4 Minimum Weight KP Heuristic

Algorithm 12: Minimum Weight (MiW) KP Heuristic
Input : Q, N , X

1 q = 0;
2 p = 0;
3 x = ∅;
4 X = sort_by_weight(X);
5 i = 0;
6 Done = False;
7 while not Done do
8 if Xiw + q ≤ Q then
9 x = x ∪ {i} ;

10 q = q + Xiq ;
11 p = p + Xip ;
12 i = i + 1;
13 else
14 Done = True;
15 end
16 end
17 return x, p, q;
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B.1 Distribution of NSlsp Instances across Perform-
ance Space

Figure B.1 Instance representation in a 2D space after applying PCAs to all the
instances generated by NSlsp setting ϕ = 0.0. The colours and symbols reflect the
‘winning‘ solver for each instance. Blue dots are the instances generated for 2-Opt,
orange crosses Greedy, and green squares are the instances for NN-2-Opt.
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Figure B.2 Instance representation in a 2D space after applying PCAs to all the
instances generated by NSlsp setting ϕ = 0.15. The colours and symbols reflect the
‘winning‘ solver for each instance. Blue dots are the instances generated for 2-Opt,
orange crosses Greedy, and green squares are the instances for NN-2-Opt.
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Figure B.3 Instance representation in a 2D space after applying PCAs to all the
instances generated by NSlsp setting ϕ = 0.30. The colours and symbols reflect the
‘winning‘ solver for each instance. Blue dots are the instances generated for 2-Opt,
orange crosses Greedy, and green squares are the instances for NN-2-Opt.
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Figure B.4 Instance representation in a 2D space after applying PCAs to all the
instances generated by NSlsp setting ϕ = 0.40. The colours and symbols reflect the
‘winning‘ solver for each instance. Blue dots are the instances generated for 2-Opt,
orange crosses Greedy, and green squares are the instances for NN-2-Opt.
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Figure B.5 Instance representation in a 2D space after applying PCAs to all the
instances generated by NSlsp setting ϕ = 0.50. The colours and symbols reflect the
‘winning‘ solver for each instance. Blue dots are the instances generated for 2-Opt,
orange crosses Greedy, and green squares are the instances for NN-2-Opt.
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Figure B.6 Instance representation in a 2D space after applying PCAs to all the
instances generated by NSlsp setting ϕ = 0.60. The colours and symbols reflect the
‘winning‘ solver for each instance. Blue dots are the instances generated for 2-Opt,
orange crosses Greedy, and green squares are the instances for NN-2-Opt.
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Figure B.7 Instance representation in a 2D space after applying PCAs to all the
instances generated by NSlsp setting ϕ = 0.70. The colours and symbols reflect the
‘winning‘ solver for each instance. Blue dots are the instances generated for 2-Opt,
orange crosses Greedy, and green squares are the instances for NN-2-Opt.



B.1 Distribution of NSlsp Instances across Performance Space 129

Figure B.8 Instance representation in a 2D space after applying PCAs to all the
instances generated by NSlsp setting ϕ = 0.85. The colours and symbols reflect the
‘winning‘ solver for each instance. Blue dots are the instances generated for 2-Opt,
orange crosses Greedy, and green squares are the instances for NN-2-Opt.
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Figure B.9 Instance representation in a 2D space after applying PCAs to all the
instances generated by NSlsp setting ϕ = 1.00. The colours and symbols reflect the
‘winning‘ solver for each instance. Blue dots are the instances generated for 2-Opt,
orange crosses Greedy, and green squares are the instances for NN-2-Opt.
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B.2 Performance-gap of NSlsp Instances

(a) 2-Opt (b) Greedy

(c) NN-2-Opt

Figure B.10 Distribution of performance gap between the approaches 2-Opt, Greedy,
and NN-2-Opt against other solvers in the portfolio by considering the instances
generated for the former when running NSlsp for the TSP domain when setting ϕ = 0.0.
The X-axis scale varies from one sub-figure to another to better display the bars in the
plots. Therefore, the differences between algorithms depend on the solver that is taken
as a reference.
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(a) 2-Opt (b) Greedy

(c) NN-2-Opt

Figure B.11 Distribution of performance gap between the approaches 2-Opt, Greedy, and
NN-2-Opt against other solvers in the portfolio by considering the instances generated
for the former when running NSlsp for the TSP domain when setting ϕ = 0.15. The
X-axis scale varies from one sub-figure to another to better display the bars in the
plots. Therefore, the differences between algorithms depend on the solver that is taken
as a reference.
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(a) 2-Opt (b) Greedy

(c) NN-2-Opt

Figure B.12 Distribution of performance gap between the approaches 2-Opt, Greedy, and
NN-2-Opt against other solvers in the portfolio by considering the instances generated
for the former when running NSlsp for the TSP domain when setting ϕ = 0.30. The
X-axis scale varies from one sub-figure to another to better display the bars in the
plots. Therefore, the differences between algorithms depend on the solver that is taken
as a reference.
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(a) 2-Opt (b) Greedy

(c) NN-2-Opt

Figure B.13 Distribution of performance gap between the approaches 2-Opt, Greedy, and
NN-2-Opt against other solvers in the portfolio by considering the instances generated
for the former when running NSlsp for the TSP domain when setting ϕ = 0.40. The
X-axis scale varies from one sub-figure to another to better display the bars in the
plots. Therefore, the differences between algorithms depend on the solver that is taken
as a reference.
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(a) 2-Opt (b) Greedy

(c) NN-2-Opt

Figure B.14 Distribution of performance gap between the approaches 2-Opt, Greedy, and
NN-2-Opt against other solvers in the portfolio by considering the instances generated
for the former when running NSlsp for the TSP domain when setting ϕ = 0.50. The
X-axis scale varies from one sub-figure to another to better display the bars in the
plots. Therefore, the differences between algorithms depend on the solver that is taken
as a reference.
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(a) 2-Opt (b) Greedy

(c) NN-2-Opt

Figure B.15 Distribution of performance gap between the approaches 2-Opt, Greedy, and
NN-2-Opt against other solvers in the portfolio by considering the instances generated
for the former when running NSlsp for the TSP domain when setting ϕ = 0.60. The
X-axis scale varies from one sub-figure to another to better display the bars in the
plots. Therefore, the differences between algorithms depend on the solver that is taken
as a reference.
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(a) 2-Opt (b) Greedy

(c) NN-2-Opt

Figure B.16 Distribution of performance gap between the approaches 2-Opt, Greedy, and
NN-2-Opt against other solvers in the portfolio by considering the instances generated
for the former when running NSlsp for the TSP domain when setting ϕ = 0.70. The
X-axis scale varies from one sub-figure to another to better display the bars in the
plots. Therefore, the differences between algorithms depend on the solver that is taken
as a reference.



138 Figures from ϕ Parameter Tuning Experiment for TSP Domain

(a) 2-Opt (b) Greedy

(c) NN-2-Opt

Figure B.17 Distribution of performance gap between the approaches 2-Opt, Greedy, and
NN-2-Opt against other solvers in the portfolio by considering the instances generated
for the former when running NSlsp for the TSP domain when setting ϕ = 0.85. The
X-axis scale varies from one sub-figure to another to better display the bars in the
plots. Therefore, the differences between algorithms depend on the solver that is taken
as a reference.
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(a) 2-Opt (b) Greedy

(c) NN-2-Opt

Figure B.18 Distribution of performance gap between the approaches 2-Opt, Greedy, and
NN-2-Opt against other solvers in the portfolio by considering the instances generated
for the former when running NSlsp for the TSP domain when setting ϕ = 1.00. The
X-axis scale varies from one sub-figure to another to better display the bars in the
plots. Therefore, the differences between algorithms depend on the solver that is taken
as a reference.
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